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Abstract

Many domains of inquiry in psychology are concerned with rich and 
complex phenomena. At the same time, the field of psychology is 
grappling with how to improve research practices to address concerns 
with the scientific enterprise. In this Perspective, we argue that both 
of these challenges can be addressed by adopting a principle of 
methodological variety. According to this principle, developing a 
variety of methodological tools should be regarded as a scientific goal 
in itself, one that is critical for advancing scientific theory. To illustrate, 
we show how the study of language and communication requires varied 
methodologies, and that theory development proceeds, in part, by 
integrating disparate tools and designs. We argue that the importance of 
methodological variation and innovation runs deep, travelling alongside 
theory development to the core of the scientific enterprise. Finally, we 
highlight ongoing research agendas that might help to specify, quantify 
and model methodological variety and its implications.
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Scientific psychologists cannot be said to neglect method, for the 
obvious reason that they are practising scientists. However, a focus on 
methods and their implications might be especially important for psy-
chology. Human behaviour is complicated. For example, our attention 
changes depending on who is around us, whether we think we are being 
watched and what we think others know6–9; decision-making can be influ-
enced by perception, recent decisions and other situational factors10–13. 
When a psychological process is affected by many other factors —  
cognitive, social and situational — fully understanding this process 
might require integration of measurements and methods relevant to 
those factors. For example, discovering that the presence of another 
person influences attention suggests a combination of methods that 
measure attention (such as eye tracking) with methods that enable 
more naturalistic social tasks9.

In this Perspective, we argue that to tackle this kind of complexity, 
developing a variety of methodological tools and techniques should 
be regarded as a scientific goal in itself, one that is critical for advanc-
ing scientific theory. Methodological variety could be encouraged as 
a virtue of scientific epistemology alongside other purported virtues, 
such as theoretical simplicity, predictive power and applicability14,15. 
First, we describe this principle of methodological variety in more 
general terms. Next, we illustrate how this principle might be critical 
for complex psychological phenomena, using the domains of language 
and communication as examples. Finally, we discuss the implications 
of this general principle by emphasizing its promises and challenges 
for evolving scientific practice and describe ongoing research that 
might further understanding of theory and method and how they 
are related.

Methodological variety
Many philosophers of science and theorists have highlighted epistemo-
logical diversity across the sciences14,16–25, with a similar emphasis on the 
important role of methodology. Nancy Cartwright (who is often listed 
among the ‘new experimentalists’) proposed a concept she called the 
nomological machine17 that illustrates this centrality of methodological 
practice. The phrase ‘nomological machine’ describes how scientists 
carefully arrange their world to render observations and measure-
ments from it: “…a fixed (enough) arrangement of components, or 
factors, with stable (enough) capacities that in the right sort of stable 
(enough) environment will, with repeated operation, give rise to the 
kind of regular behaviour that we represent in our scientific laws”17.

Cartwright’s nomological machine metaphor is an apt one for 
psychology. Experimental psychologists exploit sharply tuned para-
digms for yielding systematic observations. The psychologist’s experi-
mental treatments are like procedural engines that yield systematic 
observations. The term nomological means relating to laws or lawful 
descriptions. Cartwright saw these procedural engines as the source 
of theories: generalized descriptions of patterns discovered in those 
procedures and observations.

The importance of methodological variety in this context might 
seem intuitive. Yet, psychological science has a long and well reasoned 
tradition of focusing on particular measures and experimental designs. 
This focus can be critical to achieving some clarity and understanding 
under specific manipulations, and is an important basis for direct 
replication26. The focus on specific measures and paradigms is also 
easy to justify because it reins in the complexity of human behaviour. 
However, some have raised concerns that a particular experimental 
design or methodological approach can become the focus of a research 
programme and thereby displace the broader phenomenon it is meant 

Introduction
In the 1980s, an emerging community of philosophers argued that the 
philosophy of science focused too much on theory and not enough 
on scientific methodology1. Sometimes called the ‘new experimen-
talism’, their approach to the philosophy of science emphasizes the 
central role of experimental methods (Box 1) and, in general, the spe-
cific procedures and contexts of scientific investigation2–4. These new 
experimentalists considered method to be worthy of philosophical 
investigation itself, and argued that such investigation can inform our 
understanding of scientific knowledge. Analogously, in contemporary 
psychological science, extensive discussions of research methods have 
led to proposals for how several concerns with the scientific enterprise, 
such as publication bias and other questionable research practices, 
might be overcome5.

Box 1

What is a ‘method’?
There is not one single consensus definition of ‘method’. Within new 
experimentalism, methods are considered very broadly, often with 
a focus on experimentation. A practical way of defining methods is 
to look to manuals describing how to report them. For example, the 
American Psychological Association’s publication manual remains 
a prominent guide to structuring manuscripts for many disciplines. 
In its third edition, the perennial ‘Methods’ section was described 
as requiring “enough detail to permit an experienced investigator 
to replicate the study,” and had subsections for subjects, apparatus 
and procedure. The entirety of the methods section summary 
spanned fewer than two pages166. By its sixth edition, this summary 
had expanded to almost four pages, and included subsections 
for participants, sampling procedures, sample size and power, 
measures and covariates, research design and experimental 
manipulations or interventions167. The general notion that methods 
require detail to enable replication remains, but it is clear that 
the concept of methods is a very broad one, encompassing 
operationalization of variables, instrumentation, design matters, 
scripts for participants and task preparation.

Thus, we argue that ‘methods’ refers to many concepts that vary 
in specificity. Methods might focus primarily on instrumentation 
as central to obtaining measurements and defining variables. 
But methods can also involve research format, such as features 
of factorial experimental design. The American Psychological 
Association includes participants and sampling procedures as 
methods. One could also argue that knowledge of the wider 
contextual factors is needed to ensure successful replication, such as 
precisely when and where data were obtained. A conceptual critique 
here is that the American Psychological Association guidelines are 
too broad and nonspecific. This critique is mitigated by one major 
heuristic: the matters described in the American Psychological 
Association guidelines for reporting methods are the procedural 
configuration required to replicate a given outcome. This also aligns 
closely to the concept of the nomological machine (see below).

In this paper, we consider ‘methods’ in this broadest sense in 
most places, but sometimes imply or specify something more 
specific, such as the roles of instrumentation or research design.
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to investigate27,28. In other words, psychology focuses on experimental 
effects, which become the key phenomena defining a field of study28.

As an example, consider again the process of visual attention. The 
long-standing approach of presenting passive stimuli to participants 
has yielded highly replicable laboratory findings. The effects observed 
in the Stroop and flanker tasks are very robust and have been used 
for decades to study attention and related cognitive processes29–33. 
Despite a systematic body of work produced using these paradigms, 
however, they cannot capture some important properties of human 
attention. For example, the distribution of visual attention differs 
when stimuli are other social entities rather than visually displayed 
items. Experiments have shown that attention is shifted away from 
a social stimulus when that stimulus is another person present in a 
room, suggesting that the potential for social interaction may alter 
the distribution of attention7. This relationship between attention 
and social stimuli has great theoretical relevance because it suggests 
that accounts of cognitive processes should include ecologically rel-
evant dimensions of stimuli9. These theoretical ideas about attention  
in particular are guided by novel methods that embed social stimuli in  
attentional tasks34 or in designs that are more ecologically valid35. 
In Cartwright’s terminology, these researchers have devised nomo-
logical machines that reveal new and surprising influences on human 
attention. Furthermore, this research suggests that classic theories 
of attention need to be extended or amended to account for these 
effects of social stimuli. Thus, new ‘machinery’ yields new directions 
for theoretical development, and new theoretical ideas might suggest 
new machinery.

The relationship between theory and method is rich, and one 
vehicle connecting them is methodological variety. The importance of 
variety can be further illustrated from studies on how humans perceive 
potential communication partners. For example, in one set of studies 
researchers first found that people are reluctant to categorize others 
as belonging to stigmatized groups (such as a sexual minority group)36. 
The researchers then hypothesized that these findings stem from 
interpersonally benevolent biases. If this theoretical proposal about 
social cognition is correct, it would mean that some interpersonal 
decisions are characterized by more deliberative processing (cognitive 
style), a relation to pro-social orientation (motivation) and the pursuit 
of disconfirming information (reasoning). Of course, each element in 
this proposition invites distinct methods. Indeed, to test the tenets of 
their hypothesis, the researchers leveraged computer-mouse tracking, 
drift rate diffusion modelling, reaction time tasks, manipulation and 
measurement of prosocial tendencies, and multiple tests of confirma-
tion biases. In combination, the multi-method approach provided 
comprehensive evidence about the motivated cognitive processes 
that produced the initial pattern of results37.

To help explain complex phenomena, such a variety of method-
ologies probably travels alongside theoretical progress. Theorists and 
philosophers of science have identified epistemological criteria for 
evaluating the promise of a scientific theory. There is no consensus 
on these matters, but common criteria include simplicity, generality 
and falsifiability15. Methodological variety could belong in this set as a 
viable epistemological criterion because variety offers support to other 
criteria. For example, a theory that has been fostered and fine-tuned 
using many distinct methods will probably have greater generality 
and increasing robustness to new tests. Methodological variety also 
increases confidence in a theory, because the robustness of a theory 
can be assessed in light of the diversity of predictions it can make38. 
This confidence is akin to the diversity effect in decision-making and 

reasoning: that people make stronger inferences when supported by 
diverse sources of evidence39,40.

This principle of variety does not merely require that psychologists 
use many distinct methods. It frames this methodological variety as a 
scientific virtue itself, one worthy of pursuit alongside other virtues. 
When an investigation uncovers some unexplained aspect of a psy-
chological phenomenon, the researchers might seek new methods to 
study it. When attention researchers discover (or theoretically predict) 
the importance of social contexts, they develop new designs or adapt 
methods and measures from other domains. This variety does not 
necessarily mean that theories become more complicated. Instead, 
novel methods might also facilitate a desired condition of theories: 
that theories ought to become only sufficiently complex to account 
for a gradually increasing set of conditions and circumstances that are 
recognized to be important for the phenomenon in question. Thus, 
psychological scientists should actively cultivate methodological 
variety as a critical means of theoretical progress.

Human language and communication
In this section, we illustrate the importance of variety in the study of 
particular psychological phenomena drawn from the domain of human 
language and communication. We selected this domain because lan-
guage has figured centrally in the history of psychological science and 
presents substantial challenges of complexity (Box 2). Indeed, language 
is among the most complex human skills41. One way to describe the 
complexity of language is in terms of different levels of behaviour. 
When people use language, even in mere seconds of conversation, their 
brains actively process sounds, words, sentences, meanings and topics. 
When communicating with language, people must fuse these elements 
meaningfully and in a timely way42–45. Yet a scientific understanding of 
language is even more complicated than this. Researchers must also 
understand how these complex skills are learned during childhood 
(or adulthood), and the languages people use reflect a long cultural 
history and practices that have been sustained across many genera-
tions46,47. Language might be structured to facilitate learning and use 
by human minds48. These considerations raise questions about the 
complex psychological underpinnings of all these processes. Answering 
these questions and addressing this complexity necessitates a variety 
of research methods.

This need for a variety of research methods to study language is 
further highlighted by theoretical debate about what language is. Some 
scholars emphasize the speech signal and focus on understanding the 
anatomical and neural adaptations that support speech production 
in humans compared to other primates49. To others, language is best 
equated to the capacity for recursive syntax (forming more and more 
complex sentences from simple grammatical rules), because this is 
one of language’s most alluring properties50. Still others argue that 
language is best defined as a collective phenomenon, understood 
only as something distributed over a population of cognitive agents51. 
These distinct qualities of whatever is being called ‘language’ all invoke 
distinct research techniques. To illustrate, we consider two important 
areas related to language and communication.

Development of speech and language
Language learning has been a central and broadly influential topic in 
psychology and its history52–54. Language learning itself is complex and 
multifaceted, even when considering only parts of the overall language-
learning process55–57. Take the case of trying to understand how a child 
comes to produce their first meaningful words, a milestone that many 
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infants reach at around their first birthday. This accomplishment is 
partly the result of input from adults, including acoustic information 
that changes at timescales ranging from milliseconds to minutes or 
longer, as children learn the sounds that correspond to words. It is also 
partly the result of the infant’s learned knowledge of their physical and 
social environments, such as their ability to identify and categorize the 
entities to which the word refers. And it is partly the result of a long 
process of vocal motor learning wherein infants learn through trial 
and error to control the muscles of their vocal tract with the larynx, 
lips, tongue, velum and jaw56. These biomechanical structures are also 
moving targets from a motor learning perspective: owing to dramatic 
physical growth and body shape change in an infant’s first year, the 
precise actions an infant must execute to generate a particular sound 
type change as the infant grows.

Scientists need diverse methodologies to fully understand the  
phenomena of vocal learning and first-word production58–62 (Fig. 1). 
One research strategy is to devise computational models that solve 
similar problems, but are simplified in such a way that psychologists can 
explore the relationships among multiple variables63–65. For example, 
neural network models are in very abstract terms statistical learning 

systems with properties that resemble a human brain — simulated  
neurons that connect and process information and learn from their 
input66. One computational study used a neural network linking motor 
control of a fluid dynamics model of the speech system with simulated 
bursts of dopamine that regulate learning rate. The dopamine bursts 
are intended to correspond with the receipt of social and intrinsic 
rewards that real infants experience when they babble67,68 (Fig. 1a,b). 
This model’s ‘babble’ becomes increasingly speech-like over time. This 
modelling approach extends our understanding of motor and learning 
subsystems relevant to first-word production, linking levels of analysis 
that are difficult to test in vivo.

This methodological approach is complemented by other meth-
odological approaches involving human and other animal subjects. 
Numerous methodological advances over the past four decades have 
contributed to scientific progress on this front. A common approach 
from the mid-twentieth century onward involved time-restricted 
observational studies: a field researcher might go into the home or 
bring caregivers and parents into the laboratory69, and record (and 
later transcribe) an hour or so of audio (and sometimes video) data 
capturing child–adult interactions. These data formed the basis for 

Box 2

Complexity and the law of requisite variety
A notion of methodological variety might also be derived from early 
history of the study of complex systems — in particular, cybernetics. 
Ashby168,169 proposed that a self-regulating system’s complexity or 
‘variety’ will generally match or exceed the environmental challenges 
that system faces. This is often termed the law of requisite variety. 
This law has implications for cognitive organization. For example, 
a memory system might be structured so as to be in proportion to 
the complexity of the facts that need to be remembered170, and a 
language’s vocabulary will expand in response to the emergence  
of new things to talk about171.

This concept can be applied to the design of science itself. It might 
be that the complexity of a phenomenon — its relevant processes 
and contexts at varying levels and goals of explanation — should 
induce a concomitant array of methodologies in order to tackle it. 
For example, language, a highly complex phenomenon, has its own 
explanatory substrata from neural processes in language to the 
collective phenomena of linguistic communities172 (illustrated in the 
figure by approximate timescale t) exemplified not only in psychology 
but also in allied language sciences.

A critical next step is determining how to assess this complexity. 
This is relevant to assessing theories, such as the computational 
(or other) complexity that they imply. It is also relevant to assessing 
the complexity of tools on offer to test these theories. For example, 
assessing the computational complexity of cognitive theory has 
implications for the viability of these theories137,173, including how 
they can be tested empirically138,158. If a theory can be shown to imply 
a computationally intractable process, then that theory would not 
be a viable explanatory candidate. This computational assessment 
has implications for understanding theory and how data bear upon 
it because the assessment checks the conditions required for a 

cognitive theory to be feasible (namely, the computations should  
be tractable).

Similarly, the very wide variety of research goals across the 
sciences implies a rich kind of theoretical diversity. For example, 
some philosophers have proposed that ‘explanatory styles’ is a useful 
concept across the sciences. It is a phrase that describes the style of 
theorizing and associated research practices together, and it might 
invoke this kind of variety too174. An important next step is to codify 
these notions of theory and method, perhaps most promisingly by 
quantifying their characteristics and connections. Bibliometric tools 
now make this possible139,175–177. Importantly, this understanding of 
research style, including diverse methods, must be developed in a 
manner that sustains coherent theoretical developments and avoids 
mere accumulation of effects20,28,151,178.
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the groundbreaking online repository called Child Language Data 
Exchange System (CHILDES)70. CHILDES is a large-scale database of 
systematically coded and openly shared conversational data, foreshad-
owing by a decade or more the ‘big data’ approach to scientific research 

of the present day. CHILDES led to fundamental new insights about 
the role of caregiver input in language development. For example, 
analysis of the relationship between parental and child language use 
in the CHILDES data provided overwhelming evidence that language 
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Fig. 1 | Interrelationships between methods used to study the emergence 
of speech. a, A schematic theory posits that infants and caregivers form a 
feedback circuit that promotes infants’ production of more mature speech 
sounds. b, A computational model that includes both a spiking neural network 
model of motor activity and learning and a computational model of the muscle 
and fluid dynamics in the vocal tract permits more detailed exploration of 
potential mechanisms that could underlie the infant side of the feedback circuit 
in part a. Thus, schematic theories inform and are informed by computational 
models (solid arrows between parts a and b). c, Day-long audio recording is 
collected using recorders worn by the child. d, Analyses of data from part c 

support the testing of hypotheses about how social interaction influences infant 
vocal production (solid arrow between parts a and d) and should enable direct 
comparison with behaviour of computational models (dashed arrows between 
parts b and d). e, Day-long audio recording is also used to relate specific words 
that infants hear to the knowledge of sound–meaning mappings that they 
demonstrate using the looking-while-listening paradigm in a highly controlled 
experimental setting (solid arrow between parts c and e). This information in 
turn contributes to schematic theories of how infants learn words based on their 
linguistic and other sensory experiences. Part b is adapted from ref.164, CC BY 4.0 
and ref.68, CC BY 4.0. Part d is adapted from ref.83, CC BY 4.0.
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learning is influenced by the frequency of the input to children, mainly 
that words and grammatical structures tend to be acquired earlier 
when they are more frequent in adult speech71. Computational stud-
ies have utilized the transcript data from CHILDES to demonstrate the 
feasibility of learning semantic and grammatical properties of words 
based on language samples that children have actually heard72–75. Such 
models have also informed and been informed by in-lab statistical 
learning experiments. In these studies, participants learn sequential 
stimuli designed to have certain properties of real languages76–80. 
These methods further test predictions from CHILDES analysis and 
computational models, and have supported an important role for the 
mind’s basic learning processes.

Starting in the mid-2000s, researchers have gone beyond the 
classic approaches described above to measure infants’ experiences 
at home. For example, small electronic recorders inserted into a 
child’s clothing (Fig. 1c) can continuously capture the ambient audi-
tory environment for up to 16 hours. Recoding longitudinally and 
across many children yields massive datasets of many thousands of 
hours of audio data, enabling researchers to study aspects of real-
world auditory, vocal and social experiences that were previously 
unavailable. For instance, automated identification of child and adult 
vocalizations within these recordings (Fig. 1d) reveal that infant and 
adult vocalizations are clustered at multiple timescales throughout 
the day and that input types are distributed non-uniformly81–84. These 
features align infant communication with a suite of behaviours that 
can be usefully described as a kind of ‘foraging’. This theoretical frame 
connotes a ‘search’ that infants are engaging in, exploring their vocal-
articulatory landscape for regions of high saliency and social atten-
tion83. Such a theoretical framing highlights the similarities between 
the process of learning to speak and other search processes, such as 
retrieving items from memory, searching for food in the wilderness, 
and searching the internet for information. This suggests the possi-
bility that the neural mechanisms and environmental considerations 
influencing those other types of search processes might also influence 
human infant speech and language development. This frame also sug-
gests that patterns regarding the nesting of vocal behaviour across 
timescales could be more informative than measures that do not  
take into account nested timescales, as has been found in other 
domains.

Such day-long audio recordings can also be combined with 
advances in head-mounted cameras and infant eye-tracking experi-
ments (as well as with long-used parental reports of infant vocabulary 
knowledge). This marks a new era of measuring infants’ experiences at 
home in a manner that can be related to laboratory eye-tracking research 
on word understanding85 and parent reports of the words infants 
produce (Fig. 1e). Research using this multi-method and multi-site 
approach has found that infants’ knowledge of word sound–meaning  
mappings is related to the statistical structure of what they hear and 
see in the home73,86,87.

In sum, increasingly diverse methodological approaches enable 
researchers to make different inroads into the very complex and multi-
faceted set of processes involved in language learning and to advance 
theory by integrating these approaches.

Language in use
Human conversation relies on the real-time coordination of numerous 
verbal and nonverbal behaviours between interlocutors. Understand-
ing how such spontaneous coordination occurs requires methods that 
range from highly structured laboratory experiments that establish 

elementary social and linguistic scenarios to more naturalistic obser-
vations that probe the relations between behavioural signals88–91. In 
both cases, novel methodologies have corroborated existing theory 
in new and sometimes unexpected ways and have enabled important 
theoretical developments.

For example, in the mid-1990s, eye-tracking methods led to 
groundbreaking discoveries about how the mind exploits extraneous 
factors when processing language92. Eye movements reveal how an 
individual interprets verbal instructions as they unfold. Upon hearing 
“look at the candle,” listeners might briefly fix their attention on an 
image of a candy (a sweet) when it is present in their visual environment 
while the sound “can…” is being pronounced93 (Fig. 2a, left). Thus, eye 
movements reveal that certain inferences are made in parallel while 
the sound signal in speech is being processed. In other words, the mind 
dynamically integrates multiple sources of information (sounds and 
sights), and does not wait for the word to be completed before mak-
ing guesses about what the word will be, based on visual cues in the 
environment. This observation had major theoretical implications 
for language, primarily by supporting theories that frame language as 
a parallel94,95 rather than serial96 process. Eye-tracking methods have 
continued to open up important new avenues to arbitrate theories. For 
example, by tracing the eyes as they scan the visual world, researchers 
can test whether participants actively predict a word or object before 
it has even been mentioned97,98. It is even possible to reconstruct sen-
tences spoken by someone by using statistical patterns in their eye 
movements99.

A variant of this eye-tracking method uses the computer mouse100. 
In these tasks, participants see or hear a word or instruction, and 
move their mouse to an answer (Fig. 2a, right) while the x and y coor-
dinates of their mouse cursor are recorded. Borrowing the example 
from above, when hearing ‘click the candle’, a slight perturbation in 
a respondent’s arm movements might occur when a candy is also on 
the screen101. Similar perturbations in computer mouse trajectories 
are detectable for sounds, words and syntax102. Thus, like eye move-
ments, subtle arm movements reveal that the mind integrates various 
pieces of information in parallel. Because these methods sample the 
dynamics of different external movement systems, they strengthen 
inferences about the cognitive processes for language that underlie 
both measures.

These types of method have revealed that perceived social vari-
ables — race, gender and social status — can profoundly affect inter-
personal processing such as stereotyping and evaluative judgements 
even when such variables are not ostensibly related to the decision 
participants are making103. Precisely how social cognition impinges 
on language processing remains an exciting future direction for inter-
disciplinary scholarship. Combining innovative methods for explor-
ing group perception104,105 and organization106,107 might be useful 
for testing how features of groups relate to signal production and 
comprehension108,109.

Methods of dynamic measurement can also be combined with 
observation (Fig. 2b) to study language and communication in more 
naturalistic settings. For example, automated body motion analysis 
can be combined with speech segmentation analysis and computer 
vision110–115. Studies that take this approach to investigating language 
use and communication in context support the view that verbal 
behaviours (such as word choice) and nonverbal behaviours (such 
as body motion and eye movements) become interdependent when 
two or more people interact43,44,116–118,119. In related studies, analysing 
patterns of neural activity while participants experience longer and 
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uninterrupted samples of naturalistic stimuli may reveal how language 
is represented in the brain120–122. One study suggests that language might  
rely on a specialized brain network that actively integrates diverse 
forms of information, especially in the semantic domain123. Combining 
brain imagining and computational linguistics in this way also prom-
ises to expand our understanding of how language mediates between 
communication partners121,124–126.

These new methods pose a new theoretical challenge. The rich 
multimodality of language, and its relentless processing during natural 
language use, demand a clearer understanding of how these modalities 
and other parts of language fit together in such a highly coordinated 
way117. Many of these methods generate new kinds of dataset, espe-
cially ones that challenge current analytic approaches. For example, 
very large-scale data and their dynamics are inviting new quantita-
tive perspectives on language as a kind of multimodal coordinated 
performance — an ensemble cast of many cognitive processes, rather 
than a loose collection of discrete, distinct cognitive processes127–129. 
The ability to measure and analyse previously unmeasured large-scale 
and multidimensional data illustrates the potential for methodology 
to facilitate theoretical developments130,131.

Theory and method as a coupled system
The previous sections used language and communication to illustrate 
that studying a complex psychological phenomenon requires a var-
ied array of methodological tools. They also illustrate two kinds of 
methodological variety. In the case of language learning, wide-ranging 
methods can be integrated. Neural networks, behavioural experiments 
and body analysis serve as diverse means of targeting core theoreti-
cal questions. Such varied methods might be needed when certain 
manipulations are impossible — such as experimentally manipulating 
a child’s long-term language experience. However, in language pro-
cessing, methodological variety can come from translating existing 
methods more subtly. For example, tracking behavioural dynamics 
in different effectors (hands, eyes) helps to triangulate the underlying 
characteristics of cognitive processes.

These examples suggest that methodological development 
characterizes many research domains. However, questions remain 
about precisely how these methodologies should affect theory, and 
how theory should then fuel further methodological development. 
The evolution of theory and method together is likely to be subtle, 
with no strictly prescribed path (Box 3). Understanding methods and 
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Similar effects are observed using computer-mouse tracking, where arm 
movement trajectories reveal subtle competition when the word for an incorrect 
object (‘candy’) has feature overlap with the target object (‘candle’)101,165. 
b, Natural interactions can be established in the laboratory and dynamic 

measurement tools can capture time series of behaviour that underpin language 
and communication. For example, simple video analysis methods can be used to 
track body movement (‘body language’) and speech while participants interact. 
Using video- and audio-processing tools, time series can be extracted such as 
body (lines in the figures) and voice (bands in the figures) variables. Quantitative 
analyses can then be conducted to relate these dynamics to communication 
outcomes such as conflict111.
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methodological variety in the context of theory development might 
be a valuable topic of study in itself.

Some recent computational research, including by philosophers 
of science, offers examples of investigating scientific practice using 
computer models. These models typically render scientists and their 
practices as simplified entities that can be computationally specified 
and investigated132. For example, Zollman’s formal model of scientific 
induction illustrates how communities using varying practices lead 
to different epistemological outcomes24. The social connectivity 
among ‘researchers’ and how different methods are distributed are 
set up in a computer model to explore simulated scientific outcomes, 
such as convergence on one method among all researchers. An impli-
cation of this model is that the most efficient strategy might not 
be maximum variety at all times, but rather transient periods dur-
ing which increased variety could facilitate progress. For example, 
groups should not converge too quickly on one methodology. In 
related research, Devezer and colleagues devise an agent-based model 
to explore how various aspects of the scientific process influence 
epistemological outcome133. One key finding from that work is that 
innovation accelerates convergence on the ‘truth’, and that epistemic 
diversity (characterized as ‘research strategy’) is a collective benefit 
to the scientific process.

An important related question is how methodological variety 
relates to broader questions about diversity in science. Diversity has 

been argued to be especially critical to some aspects of scientific pro-
cess and discourse, such as specifying an initial research problem134. 
Here, too, computational modelling might contribute. For example, 
O’Connor and Bruner offer a model that investigates diversity among 
simulated scientific agents135. Using a game-theoretic framework, they 
show that majority–minority gradients, when present, can adversely 
influence small groups, and can deter members of a minority group 
from communicating with the majority. Importantly, these effects can 
emerge without the presence of a clear bias among majority agents.  
A general implication of this work is that sustaining diversity is not 
simply a matter of dampening a bias towards uniformity (whether in 
identity or in research strategy), because there might be emergent 
properties of coordination that lead to these effects on minority 
groups. (See ref.136 for an overview of social factors involved in scientific  
practice from a philosophical perspective.)

Other quantitative techniques might further contribute to under-
standing the evolving terrain of theory and method. One approach 
is to explore the computational limitations of theory137,138, and then 
to assess empirical implications for how research techniques might  
(or might not) address them. Bibliometric techniques might also offer 
insight into how methods are distributed across different theories. For 
example, in a bibliometric analysis of thousands of cognitive science 
abstracts, the theoretical inclination of a publication could be predicted  
by its network of terms, many of which were methodological139.

Box 3

Relations between method and theory
The new experimentalists were, in part, reacting to a famous edict 
in the philosophy of science that observation is theory-laden: that 
when taking measurements in a particular context, the manner in 
which these observations are interpreted and the impact they will 
have are filtered through a lens of prior theoretical commitments179. 
There is therefore no ‘raw observation’. Nevertheless, an argument 
that theory-independent experimentation is possible emerged, in the 
sense that raw measurement with an apparatus can be retained by 
scientists even if their theories change1.

Theory and methods (for example, measurement and observation) 
are tightly interconnected in the sciences. In psychological science, 
the exhortation to develop clearer connections between experimental 
results and theory has had some formal development141, and some have 
devised best practices and heuristics for building such theories28,146,180. 
Although we focus on methodological variety here, it is important  
to recognize this mutuality between theory and method.

But this suggests a chicken-and-egg problem. When a new 
scientific programme emerges, is it a new theory (T) that leads to new 
methods (M) and experimentation? Or is it a discovery in unrelated or 
theoretically unconstrained observation that leads to development 
of theory? It would seem that both of these paths (see figure, part a) 
are possible in practice. There might also be a subtler, temporally 
evolving relationship between theory and method (see figure, 
part b, where t represents time). A given theory can be modified 
over time, motivating new methods, and observations from these 
methods might lead to further methodological innovation. Growing 

methodologies serve to support evolving theory, which motivates 
methodological innovation along the way.

However, this mutuality need not characterize every scientific 
advance. In a prominent account of the emergence of thermometry 
(the measurement of temperature), the philosopher and historian of 
science Hasok Chang describes a history of elaborate and iterative 
experimentation, without a robust anchoring theory. Such a theory 
would come only later to justify the various intricacies of this domain 
(such as boiling points)181. According to this historical account, the 
relationship between theory and measurement might be even more 
subtle, and can involve a more decoupled evolution. We therefore do 
not urge one stance on this particular question, nor do we suggest 
that there is a general normative position on whether and how 
method and theory should relate. The position we explore here would 
simply see methodological variety as a parameter in this dialogue, 
and one that has intriguing cognitive implications, especially for 
complex psychological phenomena.
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This computational and quantitative research suggests that 
method and theory have systematic linkages. The social distribution of 
scientific practice, and the collective benefit of various community strat-
egies, might have a sharp effect on the overall epistemological outcome.  
Put simply, theory and method might be a kind of coupled system.

Challenges and promises
In addition to reinforcing and coupling to existing theory, novel meth-
ods can introduce new ideas, new concepts, new tethers to reality — 
new nomological machines. As such, theory might expand in new and 
unconventional ways in response to these new techniques. In this sec-
tion we consider challenges and promises in considering the principle 
of methodological variety as more than ‘just methods’140.

A first challenge, and related to the prior section, is integrating 
theory and method. For example, some have argued that a theory cri-
sis141 is occurring alongside psychology’s replication crisis5,28,141–145, such 
that the development of theory is not given sufficient attention28,146. 
Without precisely tuned theoretical goals, it is unclear which studies 
should be replicated, and questions persist about the evidential weight 
replications should have141. Consequently, methodological novelty 
might find friction with existing validated measurements. New and 
unfamiliar methods might not immediately have the strongest links 
to general theories or specific models. These links have to be fostered 
through iterated study and validation, alongside the development and 
advancement of theory146.

Another challenge is one of breadth. Science is a human enterprise, 
and it has human constraints136. One of these constraints is expertise. 
Methodological variety is tempered by the time and effort required for 
individual scientists and their laboratories to achieve methodological 
expertise. In the past couple of decades, psychologists have adopted 
the team science approach of other disciplines, such as biology and 
medicine, to overcome this issue147,148. Published research increasingly 
includes many authors with distinct contributions and expertise. This 
approach facilitates an epistemological division of labour in teams 
or in a laboratory. Indeed, understanding how scientist teams work 
together is a budding area of psychological research itself149. However, 
this team science approach comes with risks, as authorship ethics and 
credit assignment have wide implications, particularly for the career 
trajectories of early-career researchers150.

There might be a virtuous mutuality between methodological 
variety and discussions about reproducibility and theory. This mutu-
ality might help to overcome the challenge of breadth. For example, 
adopting transparent research practices enables the expertise of one 
scientist to be more easily transferred to others. A laboratory can more 
readily expand its methodological repertoire by making use of openly 
shared materials, code and data. Nevertheless, the idea that methodo-
logical expertise and theoretical understanding could be distributed 
might be difficult to reconcile with traditional notions of a scientist as 
an expert on one or a small set of specific paradigms.

Despite these challenges, encouraging methodological variety 
(and innovation) as one important goal might be a critical ingredient 
of theoretical advances, especially when novel methods facilitate 
exploration. For example, the focus on statistical hypothesis testing 
might sometimes be based on the flawed assumption that effects link 
rigorously to theoretical models. Instead, researchers could engage 
in more nonconfirmatory investigation of the complex relationships 
among measures and paradigms to facilitate clearer conditions for 
rigorous, reliable and replicable links between effects and theories 
(see ref.151 in particular for discussion).

In addition, methodological variety encourages researchers to 
bridge theories and methods, especially ones that cut across labo-
ratories and the theoretical debates in which they are engaged. In 
the domain of conversation and discourse, some have remarked that 
theoretical competition might be illusory, in part driven by dispa-
rate methods employed by distinct laboratories88,128. The principle 
of method ological variety puts in plain sight the limiting effects of 
focusing too closely on particular paradigms.

Similarly, there are strong incentives to fine-tune theories through 
the many sources of open data beyond one’s own laboratory62,152–154. 
Open data can be considered a means of tapping into ‘open methods’, 
because datasets from other laboratories are often collected from 
distinct experimental designs, contexts and cultures. For example, 
large-scale datasets collected by linguists on the grammatical proper-
ties of language155 have been fused with large-scale datasets of linguistic 
populations and cultures156, enabling psychologists to explain how a 
language’s grammar might relate to cognition and social structure108,109.

Along similar lines of reasoning, a mixture of methods can help to 
triangulate a given theoretical construct, and help to distil its relation-
ship to other variables of interest. At least since MacCorquodale and 
Meehl’s157 classic contrast of intervening variables and hypothetical 
constructs, many domains of psychology have struggled to isolate con-
structs statistically and by experimentation158. For example, perhaps 
‘language’ is simply the coordination of many ‘non-linguistic’ things 
(such as perception and attention, memory, and sequential learning)159. 
Conversely, language could be best characterized by processes of 
symbolic grammar or syntax, reifying this term as a core psychological 
construct160. Diverse methods are critical to mitigating such debate 
about constructs by devising effective means of measuring them, or by 
assembling diverse designs and data with which to triangulate them151.

Conclusion
The scientific method has served as a well known metaphor for infant 
and child learning: infants and children test hypotheses by engag-
ing their world161. Moreover, like scientists, babies have multiple 
approaches to learning. For example, when a baby explores a specific 
physical object, they might hold it and rotate it along multiple axes162; 
they might mouth the object163, drop it, bang it, and/or throw it; they 
might attempt to give or show it to another person; they might also ask 
a caregiver what it is, or attempt to name it or describe it in their own 
words. As the baby engages with the object in these ways, they develop 
an understanding of the object that is not reducible to a simple verbal 
description or a single visual prototype. Rather, they acquire neurally 
encoded knowledge about the multimodal features of the object, its 
affordances for action, its linguistic label or labels and their gram-
matical properties, and social-pragmatic information about the object. 
This might be considered analogous to a group of scientists actively 
pursuing diverse methodological approaches to tackle their own very 
complex environment of investigation. Scientific progress on many 
psychological questions is, after all, still in its infancy.

We suggest three promising avenues that might facilitate such 
exploratory behaviour. First, innovation requires scientists to exploit 
methods from adjacent fields and put them to different uses. Just as  
new uses for pharmaceutical treatments fundamentally alter the 
approved uses for a particular medication, repurposing a method 
common within one field for use in an allied but adjacent field can 
facilitate new discoveries and theory development. Additionally, such 
endeavours enhance interdisciplinary reach and, by extension, the 
theoretical innovation, of the work. Second, methodological variety 
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could be distributed across and subsequently shared between labo-
ratories within a discipline. By establishing a diverse methodological 
toolkit within a field, the broader science stands to benefit by growing 
a collective knowledge base that will ultimately be codified in over-
arching theory. Finally, methodological variety could be enhanced 
within individual laboratories. Adopting varied methods to interro-
gate hypotheses that stem from one’s theory could sharpen insights, 
providing a methodological dexterity that facilitates discovery. Thus, 
researchers might benefit from encouraging active and deliberate 
exaptation of methods from allied fields, embracing the diversified 
approaches of others within their own subdiscipline, and adopting a 
multiple-method approach within their own laboratory.

A sibling journal to this one, Nature Methods, launched over a dec-
ade ago with an editorial paean to methods, proclaiming that methods 
should be recognized as fundamental to scientific progress — that 
methods papers should be granted a similar appreciation to papers  
that simply apply them140. The editorial lamented that technical creativ-
ity in this regard is often not rewarded in its own right, and consequently 
there are limited incentives for developing and describing novel tech-
niques. Here we have argued that the importance of methods runs deep, 
travelling alongside theory development to the core of the scientific 
enterprise. Methods are so critical to scientific progress that stating as 
much is intuitive. But a potential principle of methodological variety 
is distinct from this basic idea. Evidential diversity is often framed 
retrospectively: that we have a theory in hand, and we then assess it for 
evidential diversity38. A principle of methodological variety would urge 
researchers to think in proactive terms, to seek out distinct scenarios 
or novel measures that might further advance their theories by refin-
ing them, connecting them to other domains, and putting them to new 
and challenging tests. Researchers seek simplicity and specificity for 
their theories, and reproducibility and replication of their predicted 
effects. Theories could be further enriched and strengthened through 
methodological variety.
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