
The past few decades have seen a transition from clas-
sical set theoretic accounts of categorization, wherein 
cognitive processes and categories are seen as discretely 
bounded with unique membership, to the development 
of nuanced theories of fuzzy categories and their inter-
relationships. For example, Reed (1972), Rosch (1973, 
1975), and Rips, Shoben, and Smith (1973) challenged the 
classical conception of category structure early on, reveal-
ing that more graded semantic space effects are readily 
observable and that these cannot be easily accounted for 
in terms of classical conceptions (e.g., Bruner, Goodnow, 
& Austin, 1956; Collins & Quillian, 1969). The emerging 
probabilistic prototype framework has also faced chal-
lenges from alternative accounts. It has often been argued 
that an exemplar-based theory of categories accounts for 
a wider set of data (Medin & Ross, 1989; Medin & Schaf-
fer, 1978; Nosofsky, 1988, 1992; for a recent account, see 
Storms, 2005; for an opposing perspective, see Smith, 
2002). Aspects of these similarity-based accounts, both 
prototype and exemplar, have also been suggested to fig-
ure into a theory-based theory of category structure in our 
cognitive system (Medin, 1989; Murphy, 2002; Murphy 
& Medin, 1985; see, e.g., Burnett, Medin, Ross, & Blok, 
2005; Heit, 1994; Lynch, Coley, & Medin, 2000). Despite 
this branching into multiple theoretical directions, experi-
mental methodologies had remained largely unchanged. 
The upshot, until recently, has been that the time course 
of processing in categorization had been underexplored, 
in comparison with the development of theories regarding 
the static representation of category knowledge.

There is a growing body of research devoted to this 
question. The time course of categorization phenomena 
has begun to receive some attention, from perceptual cat-
egorization (Ashby, Boynton, & Lee, 1994; Lamberts, 
1995, 2000; Nosofsky & Palmeri, 1997) to categorical 

perception of speech (McMurray & Spivey, 2000; Mc-
Murray, Tanenhaus, Aslin, & Spivey, 2003) and lexical 
processing (e.g., Cree, McRae, & McNorgan, 1999). Most 
of these studies have made use of reaction time measures. 
For example, Lamberts (2000) introduced an information 
accumulation account of speeded classification of objects 
(see also Ashby et al., 1994; Nosofsky & Palmeri, 1997). 
The goal of these investigations of the time course of 
categorization has been to supplement research that has 
generally placed more emphasis on the outcome of the 
process, rather than on its continuous temporal dynamics 
(Nosofsky & Palmeri, 1997). Decision models of catego-
rization, such as Lamberts’s (2000, 2002) and Nosofsky 
and Palmeri’s, uncover the time course of the process lead-
ing up to the buttonpress response.

It is possible, however, that the motor output of the deci-
sion process itself exhibits graded effects over time, pro-
viding further information about the continuous nature of 
the process. For example, McMurray et al. (2003) used 
eye movement data to investigate the graded temporal dy-
namics of speech sound classification over the course of 
several hundred milliseconds. Similarly, Nederhouser and 
Spivey (2004) used eye movement patterns to show com-
petition between alternative taxonomic classifications of 
atypical animals. When given a toy whale to categorize 
by dropping it into either a “fish” bucket or a “mammal” 
bucket, participants frequently fixated the “fish” bucket 
first, before then fixating the “mammal” bucket to guide 
hand movement. These kinds of eye movement data rep-
resent microdecisions that are tentative intermediate emis-
sions from a categorization process that is extended in 
time (Richardson, Dale, & Spivey, 2007; see also Rehder 
& Hoffman, 2005).

Motor responses of this kind epitomize what has often 
been considered to be output from cognitive processes: The 
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outcome of a pipeline, from perceptual processes through 
the association cortex and into premotor regions, then 
collapses into individual manual and oculomotor choice 
behaviors. More recent work on manual and oculomotor 
movements has suggested that these manual processes are 
contiguous with cognitive processes (Gold & Shadlen, 
2001; Shin & Rosenbaum, 2002). Eye movement patterns 
themselves offer an unusually early glimpse into partially 
active microdecisions in motor output (cf. Gold & Shadlen, 
2000; Magnuson, 2005). Unfortunately, the ballistic qual-
ity of most saccades prevents them from being able to ex-
hibit effects of partially activated representations that are 
truly graded. On any given trial, participants either fixate 
the competing object or they do not. Eye movement data 
are usually not able to show continuous attraction effects 
within a trial (but see Doyle & Walker, 2001). In contrast, 
nonballistic arm movements regularly involve a curvature 
that reveals continuous attraction effects (Goodale, Pélis-
son, & Prablanc, 1986). In fact, continuous manual motor 
output has been studied for the very purpose of providing 
a variety of clues about graded underlying cognitive pro-
cesses within individual trials. For example, Abrams and 
Balota (1991; see also Coles, Gratton, Bashore, Eriksen, 
& Donchin, 1985) used an arbitrary manual response task 
(pulling a handle to the right or the left) in a lexical deci-
sion and recognition memory test. The frequency of lexical 
items and the strength of recognition memory were strongly 
associated with a shorter time being spent pulling the han-
dle to its limit (i.e., greater force and velocity of pull), in-
dependently of the latency of response onset. The authors 
recommended that anticipation components of response 
preparation and force and velocity parameters of motor 
execution should figure into our understanding of cogni-
tive processing. Similarly, Spivey, Grosjean, and Knoblich 
(2005) used computer mouse trajectories to study spoken 
word recognition. On individual trials, participants heard 
instructions, such as “click the candle,” and selected one 
of two objects in two corners of a computer monitor. Tri-
als on which the two objects had similar-sounding names 
(e.g., a candle and a candy) revealed mouse movement tra-
jectories that exhibited significant attraction toward the 
competing object, in comparison with control trials (e.g., 
where the objects were a candle and a spoon). Computer 
mouse trajectories thereby revealed a continuous dynamic 
partial activation of multiple competing representations 
during real-time spoken word recognition (see also Al-
lopenna, Magnuson, & Tanenhaus, 1998, for related eye 
movement results).

The time course of categorization is a system that can be 
a suitable model for understanding the interaction among 
different processes as cognition unfolds (e.g., memory 
and attention; see Lamberts, 2000, for a discussion). For 
example, feature-sampling models of the time course of 
categorization contribute to an understanding not simply 
of categorization outcomes, but also of predictive or ex-
planatory systems accounting for reaction time measures 
of categorization and how these measures reflect the per-
ceptual information accumulation used in categorization 
(e.g., Lamberts, 2000, 2002). In the present study, four 
experiments revealed that categorization as a cognitive 

process flows into, rather than collapses onto, the effectors 
responsible for manual action.

The goal of the present study was to demonstrate, via 
continuous computer mouse trajectories, that graded rep-
resentations of the kind discussed above are also involved 
in the real-time taxonomic categorization of animal names 
and animal pictures. It has been suggested that the tem-
poral dynamics of matching a category exemplar to one 
of its potential categories exhibits a degree of granular-
ity (Miller, 1982; Miller & Ulrich, 2003) that may raise 
problems for a discrete representational account of the 
categorization process. We present four experiments in 
which continuous manual motor output was tracked dur-
ing lexical and perceptual categorization of atypical ex-
emplars. This work adds a new methodology to the study 
of the time course of categorization and contributes to 
further specifying the processes by which the mind settles 
onto one categorical response versus another. These ex-
periments illustrate how the gradual accumulation of evi-
dence for a given category is not composed solely of that 
category’s representation transitioning from zero activa-
tion to full activation. As in many complex dynamical sys-
tems, there is also competition from alternative category 
representations that are partially active at the same time. 
The trajectory of the categorization process reveals that 
multiple categories (attractor basins) are nearly visited as 
the system eventually settles into a unique outcome-based 
response, much like a dynamical system continuously tra-
versing its high-dimensional semantic space over time.

EXPERIMENT 1

Typicality has become one of the most thoroughly stud-
ied aspects of categories and concepts since the transi-
tion from classical perspectives (Medin, 1989; Murphy, 
2002). The empirical drive toward nonclassical accounts 
of categories has been guided by studies of membership 
and typicality judgments, in which corresponding reac-
tion time measures have been used (e.g., McCloskey & 
Glucksberg, 1978; Rips et al., 1973; Rosch, 1975). Cat-
egory members deemed more typical are recognized 
more quickly (Rips et al., 1973) and more consistently 
(McCloskey & Glucksberg, 1978), have many features in 
common (Rosch & Mervis, 1975), and can even result in 
facilitated language comprehension (Garrod & Sanford, 
1977; see Murphy, 2002, chap. 2, for a review of these and 
other robust results). Recent research on categories and 
concepts has continued this emphasis (e.g., Burnett et al., 
2005; Estes, 2003; Murphy & Ross, 2005; Op de Beeck 
& Wagemans, 2002; Smith, 2002; Verbeemen, Storms, 
& Verguts, 2003). For example, Burnett et al. revealed 
that typicality ratings of various fish species are guided 
by knowledge-level expectations regarding fish, rather 
than by a simple notion of category centrality (see also 
Lynch et al., 2000). Smith recently used expected patterns 
of typicality across category members as a focal point for 
theoretical debate, such as the effectiveness of exemplar-
based perspectives. Typicality is thus central to our cat-
egorizing capacities but is also useful as a crucial measure 
for comparing opposing theories.
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In the following four experiments, we utilized an animal 
stimulus set (words and pictures) whose elements differ in 
typicality. We used a small stimulus set of well-known ani-
mals that are either highly typical members of a category 
(dog as mammal ) or widely regarded as atypical ( penguin 
as bird ). In this first experiment, we recorded continuous 
manual responses in a categorization task. Participants 
performed a simple judgment: After seeing an animal 
word, the participants clicked on one of two category la-
bels, indicating to which category the animal belonged. 
Some trials involved animals of an atypical nature—such 
as a whale, which has several properties that suggest an-
other category label ( fish), potentially causing competi-
tion with the correct label (mammal ). Just as in Spivey 
et al. (2005), echoes of a competitive categorization pro-
cess should be reflected in continuous mouse movements. 
In other words, when whale was categorized as mammal, 
the participants’ mouse trajectories should gravitate to-
ward the competing category ( fish) more so than when a 
typical exemplar, such as cat, was categorized.

Method
Participants. Forty-one undergraduate participants signed up for 

this experiment for extra credit in their psychology classes. All the 
participants in this and the subsequent experiments used their right 
hand to perform the task.

Materials. Word stimuli were presented using PsyScope software 
(Cohen, MacWhinney, Flatt, & Provost, 1993). The participants 
were faced with the task of choosing the appropriate category for 
each animal word, presented in text on the monitor. These catego-
ries included pairings of the following: mammal, reptile, bird, fish, 
amphibian, and insect.

There were two within-subjects conditions. On control trials, the 
animal words were typical category members (e.g., cat as mammal ). 
On the experimental trials, they were atypical category members 
(e.g., penguin as bird ), and both the correct category name and the 
featurally similar competing category name were presented (bird 
and fish, respectively). Although we assume that typicality of cat-
egory membership is a graded parameter, the two-condition design 
of these experiments required that we keep within-group variation 
among stimulus items to a minimum (particularly in the atypical 
animal condition). Therefore, only 6 highly atypical animals were 
used in the atypical condition, with other, merely moderately atypi-
cal animals being excluded from the design. Since typical category 
members are easier to generate, 13 highly typical animals were used 
for the control condition (see Table 1).

Procedure. The participants were presented with two different 
animal category names, randomly assigned to one of the upper cor-
ners of a computer screen. After a 2,000-msec moment in which to 
view the category options, the text “Click Here” appeared in the 

bottom center of the screen. The participants were instructed to click 
first on that text and to wait for an animal word to appear in its place, 
then to click on the upper (left or right) category name that was 
appropriate for that animal. The participants were provided with 3 
practice trials before beginning the 19 target trials. All the trials were 
presented in random order.

It was predicted that in the experimental trials, mouse movement 
trajectories would show evidence of competition between the cat-
egories. This competition would be revealed by an analysis of mouse 
movement trajectory divergence: Atypical animal trials should have 
movement trajectories that reveal a slight bias toward the competing 
category (e.g., with whale, a slight attraction toward the category 
fish), when compared with control trials. Data for testing this pre-
diction were collected by recording x- and y-coordinates of mouse 
movement trajectories. Due to occasional skipped samples, Psy-
Scope’s sampling rate averaged approximately 42 Hz. As a result, 
each trial collected about 40–80 mouse position data points.

Data analysis. Numerous analyses were conducted on these rich 
trajectory data. First, to enable averaging of full trajectories from 
multiple trials, all trajectories were normalized to 101 time steps 
and were translated to begin at an x, y coordinate of (0, 0). These 
time-normalized trajectories could be compared between typical and 
atypical conditions. Divergence of the two averaged trajectories was 
established by significant differences between the x-coordinates.

This first analysis provided information regarding the overall 
shape of the trajectories for both trial types. In addition to this time-
normalized analysis, a space-normalized analysis was run in which 
the beginning and end coordinates of each trial were normalized to 
(0, 0) and (1, 1), respectively. Real-time information was retained 
by computing x, y coordinates as they traveled from 0 to 1 in time 
bins of 0–500, 500–1,000, and 1,000–1,500 msec. This provided a 
window onto the movement in real time from start to finish of a trial 
and included enough data in each time bin to permit an additional 
statistical test of the difference between trial conditions by subject-
ing these bins to a repeated measures ANOVA.

Finally, a number of properties of the trajectories were computed 
and compared between conditions: mouse movement initiation time, 
movement duration, total categorization response time, distance 
traveled in pixels, and direction in degrees of the first pair of mouse 
movement samples. This last measure, initial movement direction in 
degrees, offers insight into early stages of the trial. For example, it 
is possible that the participants strategically moved the mouse cur-
sor along the vertical on all the trials before turning in the direction 
of the target category. Angle information on initial movement will 
reveal whether this was the case. Such a strategy would cause that 
initial movement from (0, 0) not to be significantly different from 0º 
off the vertical in both the typical and the atypical conditions.

These final measures were supplemented by two further analyses: 
(1) tests of bimodality in the distribution of trajectory curvatures and 
(2) a time series analysis to explore the complexity of the resultant 
trajectories. As has been discussed in Spivey et al. (2005), any pat-
tern of competition seen in atypical trials might, in fact, have been 
the result of an averaged bimodal distribution. If half of the correct 

Table 1 
Atypical and Typical Animals/Words in the Experiments, 

With the Response Options Given to the Participants (in Parentheses)

Atypical Typical

Eel ( fish; reptile; mammal) Hawk (bird; reptile) Cat (mammal; reptile)
Whale (mammal; fish; bird) Dog (mammal; insect) Sparrow (bird; mammal)
Sea lion (mammal; fish; reptile) Horse (mammal; bird) Goldfish ( fish; amphibian)
Penguin (bird; fish; mammal) Shark ( fish; mammal) Salmon ( fish; mammal)
Butterfly (insect; bird; reptile) Alligator (reptile; mammal) Rattlesnake (reptile; amphibian)
Bat (mammal; bird; reptile) Rabbit (mammal; reptile) Lion (mammal; fish)

Chameleon (reptile; insect)

Note—The correct categories are given in italics. Noncompeting labels used as options on atypical 
trials in Experiments 2 and 4 are given in boldface.
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trials involved movement straight toward the target and the other 
half involved movement straight toward the competitor, followed by 
a corrective movement toward the target, the average of all the trials 
could appear as a graded curvature toward the competitor—when, in 
fact, it would be better described as the result of a number of trials 
with rather discrete errors that were corrected midflight. To approach 
this problem, each trial’s area (in pixels) was computed between the 
actual trajectory and a straight line connecting the start and the end 
points. A distributional analysis of this area should show bimodality 
if the averaged trajectory’s apparent graded curvature was actually 
due to occasional discrete errors that got sharply corrected partway 
through the movement.1 Finally, sample entropy (Richman & Moor-
man, 2000) was used to discern whether atypical trajectories were 
more complex than typical trajectories (see Feldman & Crutchfield, 
1998, for a discussion of complexity measures and their advantages 
and problems). If the competing category in the atypical trials was 
acting as a substantial second attractor on the dynamics of manual 
output, this stress should be evident as less smoothness in the tra-
jectories. Atypical trials should show more complexity, because two 
attractor forces were acting on them. Sample entropy gives a larger 
value the more complex or irregular a time series. Further detail on 
this measure will be presented below.

Results
The participants categorized atypical exemplars with 

90% accuracy and typical exemplars with 95% accuracy, 
a significant difference ( p  .05). Only correct trials 
will be used in the following analyses. All incorrect trials 
were removed from analysis in this and the subsequent 
experiments.

Time-normalized analysis. In this analysis, t tests 
were conducted to compare the difference between the 
x-coordinate values for typical and atypical trials to zero, 
at each of 101 interpolated time steps throughout the 
trajectories (see Figure 1A). Rightward and leftward re-
sponses were pooled to maximize statistical power. The 
relevant null hypothesis was that the difference between 
the atypical and the typical trajectories’ x-coordinate 
at any given time step (out of 101) should be 0. As a 
more conservative test, in this and the subsequent ex-
periments, a reliable divergence was defined as a mini-

mum of 8 consecutive time slices in sequence, in which 
the normalized trajectory differences were significant 
at a criterion of p  .05. This criterion was established 
by performing a bootstrap of 10,000 simulated experi-
ments of the same mean and standard deviation (see the 
Appendix). Significant divergence between trajectories 
is thus observed when there is a substantial sequence 
of consecutive significant t tests between atypical and 
typical x-coordinates. In this experiment, the trajectories 
exhibited significant differences in x-coordinates for 38 
consecutive time slices, from the 47th to the 85th time 
step ( ps  .05).

As an additional statistical test, we computed pooled 
bins from these time-normalized trajectories and con-
ducted a 2 (typical or atypical) 3 (bins of 1–33, 34–67, 
or 68–101 steps) repeated measures ANOVA. This test re-
vealed a strong effect of trial type [F(1,40)  21.8, MSe  
1,824.8, p  .001], a main effect of bin [F(2,39)  861.1, 
MSe  1,916.5, p  .001], and a significant interaction 
[F(2,39)  6.2, MSe  783.7, p  .01]. To reveal what 
portions of the trajectory were exhibiting this divergence, 
we conducted planned comparisons between trial types 
within each bin. These showed a significant difference be-
tween trial types in the second and third bins ( ps  .001). 
Thus, by the second and final third of the time-normalized 
trajectories, atypical categorization exhibited a significant 
divergence in x-coordinate from typical categorization.

Space-normalized analysis. Figure 1B shows a graph 
of the trajectories, from leftward and rightward movements, 
in separate conditions in terms of time bins and normalized 
pixel coordinates. Whereas the previous analysis preserved 
raw space and normalized time into 101 bins, this analysis 
preserved real time and normalized spatial coordinates of the 
mouse from (0, 0) to (1, 1) and pooled these values into three 
time bins: 0–500, 500–1,000, and 1,000–1,500 msec. Once 
again, absolute left and right values of the x-coordinate were 
pooled for statistical comparison. A similar 2 (trial type)
3 (time bin) repeated measures ANOVA was used. This re-
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Figure 1. (A) Mean time-normalized mouse movement trajectories in 
Experiment 1, separated for left- and rightward responses to the correct 
target. Atypical trials (solid lines) indicate an attraction toward the com-
peting category on the opposite side of the computer screen in the 101 
time steps. (B) Mean mouse movement trajectories in space-normalized 
analyses, with x, y coordinates traveling from (0, 0) to ( 1/1, 1) in time 
bins of 0–500, 500–1,000, and 1,000–1,500 msec. Atypical trials (solid 
lines) reveal slower movement toward the target.
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vealed strong effects of trial type [F(1,37)  52.3, MSe  
0.031, p  .001] and time bin [F(2,36)  168.0, MSe  
0.041, p  .001] and a significant interaction between time 
bin and trial type [F(2,36)  5.2, MSe  0.030, p  .05].2 
Once again, planned comparisons were run between types 
at each time bin to detect what portion of the trajectories 
had significant divergence. The difference between the trial 
types was significant at every time bin ( ps  .01).

Additional measures. The movement duration 
for atypical trials was 1,573 msec, as compared with 
1,338 msec for typical trials [t(40)  3.8, p  .001]. 
Total categorization time (from animal word onset to final 
mouse click) for atypical animals was greater than that for 
typical trials [1,997 and 1,807 msec, respectively; t(40)  
3.0, p  .01]. Total distance traveled also differed signifi-
cantly [atypical, 894 pixels; typical, 831 pixels; t(40)  
3.0, p  .01]. Curiously, movement initiation latency 
showed an opposite pattern but was only marginally sig-
nificant [atypical, 424 msec; typical, 470 msec; t(40)  

1.8, p  .09]. An analysis of the initial direction of the 
mouse trajectory, from position (0, 0), extracted a measure 
in degrees from the vertical (from the start-click event). 
The typical trials exhibited a significant positive angle 
(toward the target) in a one-sample t test (null hypothesis 
that degrees are different from 0), with a value of 6.0º 
[t(40)  2.6, p  .05]. Atypical trials, in fact, exhibited 
a slightly negative angle toward the competitor ( 0.99º), 
but this was not significant.

Item-based repeated measures ANOVAs were also run, 
using these same measures. Both movement duration and 
distance were marginally significant in the expected di-
rection [Fs(1,17)  3.2 and 2.0, MSes  72,125.3 and 
7,685.4, ps  .09 and .08, respectively], with mean atypi-
cal trajectories that were longer in time and in distance to 
reach their target. Neither movement initiation latency nor 
total response time was significant. These results may be 
difficult to interpret, due to the size of the stimulus set. 
However, the marginal significance suggests that the ef-
fects in the expected direction might be significant with a 
larger set, whereas the movement initiation latency would 
not be likely to be so [F(1,17)  0.8, p  .38]. Initial 
angle of movement from the vertical, in fact, showed a 
marginal difference between conditions in an item-based 
analysis [F(1,17)  3.4, MSe  54.3, p  .08], with the 
typical trials again showing the only significant difference 
from 0º at 6.6º [t(12)  3.1, p  .01].

Two additional analyses were used to reveal more char-
acteristics of the trajectories. First, as in Spivey et al. 
(2005), we explored the nature of the distribution of cur-
vature across all the trajectories. The pattern of divergence 
(from a straight line) on atypical trials could, in principle, 
have simply been a reflection of an averaged bimodal 
distribution. In contrast, there was no theoretical reason 
to expect such bimodality on the typical trials. The trial 
data used were the area between the actual trajectory and a 
straight line from (0, 0) to the final click (see Spivey et al., 
2005). All trials across participants were used in order to 
have sufficient numbers for the statistical test. All area 
values were converted into z-scores and were subjected to 
distributional analyses. A Kolmogorov–Smirnov test for a 

difference in distribution revealed no difference between 
typical and atypical trajectories ( 2  1.9, p  .79; see 
Figure 2). In addition, computed bimodality coefficients 
for both the typical and the atypical trials were in the uni-
modal range of .555 (see Spivey et al., 2005). Although 
the typical (.536) and the atypical (.535) trials were close 
to this cutoff, at which concerns about bimodality may 
arise, the values were, in fact, almost identical. These re-
sults indicate that even if bimodality were a concern, it 
would not be exclusive to the atypical trials.

Finally, we explored the complexity of the trajecto-
ries, using a time series analysis giving an entropy-based 
value.3 Sample entropy (Richman & Moorman, 2000) is 
computed by comparing windows of size m from a time 
series. A given window is said to be similar to another if 
their distance is less than some value r, known as the tol-
erance. This is given by the following equation, in which 
two windows (w1 and w2) of size m have a distance equal 
to the maximal difference between paired elements com-
posing them, with w1(i) representing the ith element of 
window w1:

d w w w i k w j k k
1 2 1 2

0, max , with . . . m 1.

Sample entropy is then computed by taking the difference 
between averaged natural logarithms of counted similari-
ties at size m and m 1. If, when window size is increased, 
the average number of similarities is similar, this value 
will be low. Conversely, with a higher difference between 
counts in m and m 1, it is less likely that windows similar 
to each other with size m will again be similar at m 1, 
indicating more irregularity in the time series. For this 
analysis, we used the time series of a trial’s normalized 
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Figure 2. Percentage distribution histogram of z-scores for area 
in pixels on atypical (solid gray distribution) and typical (black 
outlined distribution) trials, superimposed. Distribution analysis 
reveals no significant difference between these distributions.
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x-coordinate fluctuations. This time series represents the 
extent to which horizontal movement is fluctuating toward 
one category label or back to the other. A range of window 
sizes was used (2–10), along with a tolerance of .2 mul-
tiplied by the standard deviation of all the x-coordinate 
fluctuations (xt 1  xt) in normalized trajectories. Across 
all values for m, mean sample entropy was numerically 
greater (indicating higher complexity) for atypical trajec-
tories than for typical trajectories. These differences were 
statistically significant or marginally significant when m 
had the values 3 through 6.

Discussion
The results indicate that the process of categorization ex-

hibited nonlinear time course effects in mouse movement 
trajectories. The trajectories revealed significant attrac-
tion toward the competing category name in the atypical 
animal condition, when compared with the typical animal 
condition. Interestingly, the movement initiation latency 
did not generate significant differences, although mea-
sures based on the manual motion itself revealed spatial 
divergence between atypical and typical trajectories and a 
difference in categorization time. We therefore conclude 
that the manual output from the categorization process is 
reflective of a cognitive temporal dynamics wherein the 
mapping of exemplar to category evolves nonlinearly over 
time (cf. Lamberts, 2000).

EXPERIMENT 2

The same animal names were used in this second ex-
periment. However, in the atypical animal condition, the 
alternative (incorrect) response option was not the taxo-
nomic class that shared similar properties with the label’s 
referent. To explore whether the graded attraction effect in 
computer mouse trajectories is, in part, due to competition 
between strongly activated categories or whether the man-
ual curvature is solely a result of uncertainty in the match 
between atypical animal words and their correct catego-
rization, we altered the response options for those trials. 

For example, whereas in the previous experimental trials, 
the categories fish and mammal were used for the atypical 
animal whale, in the present experiment, an alternative 
(incorrect) category was used that did not share features 
with the animal word (e.g., bird and mammal for whale). 
If the mouse trajectories for the atypical trials showed 
equal curvature toward the incorrect response option (as 
in Experiment 1), this would suggest that the curvatures 
we observed were due merely to a slow accumulation of 
evidence for the atypical animal’s being categorized in its 
correct taxonomic class; if this curvature was reduced, it 
would suggest that the differences in Experiment 1 were 
due, in part, to a dynamic attraction effect exerted by the 
featurally similar competing category.

Method
Participants. Forty-one undergraduate participants in this ex-

periment received extra credit for psychology classes.
Materials and Procedure. In this experiment, the same tech-

nique and same words were used as in the first, but the atypical ani-
mal condition no longer involved competing categories. Instead, the 
correct category was paired with a noncompeting one (e.g., whale  
mammal or bird ). The control trials were the same as those in Ex-
periment 1 (see Table 1).

Results
The participants categorized atypical exemplars with 

92% accuracy and typical exemplars with 98% accuracy 
( p  .01). Again, only correct trials were used in the 
analysis.

Time-normalized analysis. Normalized trajectories 
revealed a single sequence of eight t tests ( ps  .05), from 
the 72nd to the 79th time step, showing atypical  typical 
x-coordinate differences that were reliably greater than zero 
(see Figure 3A). Although significant, this brief divergence 
between atypical and typical trajectories is a substantially 
diminished sequence, in comparison with the previous 
experiment’s 38 consecutive time steps with significant 
differences. Again, as an additional statistical test, pooled 
bins from these time-normalized trajectories were used in 
a 2 (typical or atypical) 3 (1–33, 34–67, or 68–101 time 

–400 –200 200 4000

600 1

0 1–1

A B

x x

y y

Figure 3. (A) Mean time-normalized mouse movement trajectories in 
Experiment 2, separated for left- and rightward responses to the cor-
rect target. Atypical trials (solid lines) reveal a diminished attraction 
toward the competing category. (B) Space-normalized time bins show 
no significant differences between trial types (atypical trials represented 
by solid lines).
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steps) repeated measures ANOVA. There was no significant 
effect of trial type [F(1,40)  2.2, MSe  1,341.2, p  .14], 
but there was a significant main effect of bin [F(2,39)  
1,147.7, MSe  1,289.0, p  .001] and a significant inter-
action [F(2,39)  4.0, MSe  617.4, p  .05]. Although 
there was no main effect of trial type, comparisons did show 
a significant difference between the typical and the atypical 
conditions at the third time bin ( p  .05).

Space-normalized analysis. There was a main effect 
of time bin [F(2,35)  340.1, MSe  0.035, p  .001], 
but no significant effect of trial type or interaction be-
tween trial type and time bin (see Figure 3B).

Additional measures. No significant differences were 
found in movement initiation latency [416 msec atypical 
vs. 403 msec typical; t(40)  0.6, p  .6]. However, there 
were significant effects of total response time [1,840 vs. 
1,718 msec; t(40)  2.5, p  .05], movement duration 
[1,424 vs. 1,315 msec; t(40)  3.8, p  .05], and dis-
tance traveled [836 vs. 780 pixels; t(40)  2.3, p  .05]. 
Initial movement angle showed no significant effects. 
Interestingly, both were positive toward the target cate-
gory (3.1º vs. 2.25º on atypical and typical trials, respec-
tively). In item-based repeated measures ANOVAs, only 
total response time and distance traveled were significant 
[Fs(1,17)  4.7 and 9.9, MSes  20,023.7 and 1,990.5, 
respectively; ps  .05]. Neither movement initiation la-
tency nor movement duration was significant. There were 
no significant results for initial angle.

As before, a Kolmogorov–Smirnov test did not show a 
significant difference in the distribution of trajectory cur-
vatures between the typical and the atypical trials ( 2  
1.8, p  .80). Bimodality coefficients were again similar 
and below .555 (.546 and .549). Finally, sample entropy 
analyses did not show any significant or marginally sig-
nificant differences, using window sizes of 2–10.

The greatly reduced trajectory attraction effects during 
categorization with noncompetitive alternative categories 
suggest that the spatial attraction effects in Experiment 1 
were not due merely to the inherent atypicality of the 

label’s referent. The featural similarity between the ani-
mal and the (incorrect) alternative category—present in 
Experiment 1 and absent in Experiment 2—played a sub-
stantial role in eliciting curvature in the computer mouse 
trajectory. When differential divergence between the aver-
age time-normalized trajectory for atypical animals and 
the average trajectory for typical animals is plotted over 
time for Experiment 1 and for Experiment 2 (Figure 4), 
the competitive alternative categories in Experiment 1 
clearly show a much stronger attraction effect than do the 
noncompetitive alternative categories in Experiment 2. 
These trajectories differ significantly for 19 time slices, 
from the 57th to the 75th time steps ( ps  .05). In addi-
tion, when atypical animal trials from these experiments 
are compared, using space-normalized time bins, there is 
a main effect of experiment [F(1,75)  5.8, MSe  0.096, 
p  .05] and an interaction between experiment and bin 
[F(2,74)  3.4, MSe  0.039, p  .05]. These differences 
suggest that Experiment 1’s effects were strengthened by 
the presence of competitor labels.

Discussion
Interestingly, and perhaps surprisingly, noncompeting 

alternative category labels in Experiment 2 still induced 
some significant, albeit small, attraction. For example, 
when faced with possible responses of mammal and bird 
for the exemplar whale, the participants’ trajectories in Ex-
periment 2 showed some significant attraction toward the 
putatively noncompeting label bird. Why should this be? 
The answer may lie in the between-category similarity.

In addition to considering the match between an ex-
emplar and a potential category, we must also consider 
the similarity between categories themselves (cf. Storms, 
2005). Although one may initially assume that the non-
competing alternative categories in Experiment 2 should 
remove the patterns of competition seen in Experiment 1, 
there actually remains substantial between-category 
similarity among the correct and alternative category 
responses. For example, in addition to whale’s being a 
good match for mammal and a partial match for fish, it 
also has a moderate amount of fit to bird. Both whales 
and birds move, breathe, and eat. Both have eyes, skin, 
muscles, bones, lungs, a brain, a heart, and so on. Thus, 
even our “noncompeting” category labels in Experiment 2 
still shared a number of similar features with the target 
stimulus, since they were all in the superordinate-level 
category of animals. Even such minor similarity appeared 
to be sufficient to produce some mild attraction effects 
in the mouse movement trajectories. On the basis of the 
combined results of these first two experiments, we sug-
gest that mouse movement curvature reflects a competi-
tion process wherein partially active categories pull the 
state of the cognitive system toward their respective attrac-
tor basins. Dynamic properties of the resulting nonlinear 
mental trajectory are emitted in the continuous manual 
output of computer mouse movement. As in many clas-
sic categorization studies (e.g., Rips et al., 1973; Rosch, 
1973), we were able to induce these effects with atypical 
category members presented in lexical form.
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Figure 4. Mean total divergence (atypical trial  typical trial 
x-coordinates) for Experiments 1 and 2. Experiment 1 (solid line) 
exhibits significantly more divergence.
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Indeed, the initial process of visual word recognition 
may also exhibit some attractor dynamics of its own (e.g., 
Hinton & Shallice, 1991; McRae, de Sa, & Seidenberg, 
1997; Rueckl, 2002). Because initial processing in the tri-
als of both Experiments 1 and 2 involved lexical recogni-
tion, the competitive process following them is attributable 
to the process of categorization. Some additional dynam-
ics therefore take place following this word recognition 
phase, in the time course of mapping lexical processing 
onto a categorization response. These experiments reveal 
that even the manual output of this mapping reflects the 
partially active representations underlying it.

EXPERIMENT 3

In the next two experiments, participants categorized 
pictures of our animal set, rather than lexical items. In 
numerous studies, the distinction between the processing 
of pictures and of words and the relationship between this 
processing and a proposed core conceptual representa-
tion underlying them have been considered. Early on, 
for example, Snodgrass (1984) argued that pictorial and 
verbal codes have separate functions and distinct neuro-
physiological realizations, rather than being mere surface 
forms for a central underlying concept representation (see 
also Paivio, 1991). More recently, numerous studies have 
explored the efficiency with which picture versus word 
stimuli are categorized, with most showing a small but 
significant advantage for pictorial stimuli (e.g., Job, Ru-
miati, & Lotto, 1992; Snodgrass & McCullough, 1986; 
Viswanathan & Childers, 2003). For example, Viswana-
than and Childers demonstrated a processing advantage 
for pictorial stimuli in a task in which participants judged 
whether two stimuli were members of the same category. 
The authors suggested that visual stimuli induce simulta-
neous processing of category-relevant visual features and 
of their categories or concepts. Thus, the accumulation of 
featural match information may be faster and more robust 
with pictures than with lexical presentation alone, which 
relies only on conceptual information acquired through 
orthographic input.

This discussion suggests a few predictions for Experi-
ments 3 and 4 with visual stimuli. First, categorization 
on typical animal picture trials will likely be quicker and 
more efficient than that on typical animal lexical trials. 
Previous research has suggested this processing advan-
tage for visual exemplars. In addition, because processing 
of visual stimulus features occurs simultaneously with 
conceptual activation, there may, in fact, be more compe-
tition for atypical picture trials (Experiment 3) than there 
was for atypical word trials (Experiment 1). Visual fea-
tures of atypical animals often provide some partial match 
to competing categories. For example, whale images offer 
visual information that greatly resembles fish. The atypi-
cal functional features of the concept whale, along with 
potentially misleading perceptual information, could in-
crease the attraction exhibited in mouse movement trajec-
tories (Experiment 3 in comparison with Experiment 1). 
Finally, this prediction regarding atypical competitive tri-
als with pictures and the previous discussion of moderate 

similarity even between noncompetitive categories and 
exemplars suggest that substantial competition should be 
seen in conditions with noncompetitive category alterna-
tives when pictorial stimuli are used (Experiment 4 in 
comparison with Experiment 2). If misleading visual fea-
tures cause more equivocal information to be partially ac-
tive on atypical animal trials, even when the category label 
is supposedly noncompeting, it should take more time for 
the correct category to reach maximal activation.

Method
Participants. Forty-five Cornell undergraduates participated in 

this experiment in order to receive extra credit for their psychology 
classes.

Materials and Procedure. The picture stimuli were color im-
ages of approximately equal size, collected from the Internet. The 
images were chosen so as to be easily identifiable. For example, 
goldfish (and whale) images were from a side-angle view. All the 
atypical photos were whole-body images of the animals. None of the 
animal pictures was miscategorized persistently in Experiments 3 
and 4. Besides employing pictures, rather than words, the same ma-
terials and procedures were used in the following two experiments 
as in the previous two.

Results
The accuracy rate was 96% for atypical animals and 

99% for typical animals ( p  .078). Once again, all incor-
rect trials were discarded before analysis.

Time-normalized analysis. As can be seen in Fig-
ure 5A, the atypical animal trials elicited substantially 
more curved computer mouse trajectories than did the typi-
cal animal trials. Collapsed across leftward and rightward 
trajectories, t tests revealed atypical  typical x-coordinate 
differences that were significantly greater than zero ( p  
.05) across 61 consecutive time steps, from the 26th to the 
87th slices. This is considerably larger than the 38 from Ex-
periment 1. In a repeated measures ANOVA with binned 
time steps, there were significant main effects of trial 
type [F(1,44)  34.5, MSe  2,012.5, p  .001] and bin 
[F(2,43)  1,773.6, MSe  1,475.3, p  .001] and a sig-
nificant interaction [F(2,43)  14.7, MSe  1,007.6, p  
.001]. Planned comparisons show that, in all three normal-
ized time bins, atypical trials diverged in the x-coordinate 
from typical trials ( ps  .05), exhibiting attraction to the 
competing response category.

Space-normalized analysis. By normalizing the co-
ordinates for travel from the origin (0, 0) to (1, 1), the three 
real-time bins revealed robust main effects of trial type 
[F(1,43)  45.6, MSe  0.056, p  .001] and time bin 
[F(2,42)  289.1, MSe  0.028, p  .001] and an inter-
action between trial type and time bin [F(2,42)  8.1, MSe  
0.034, p  .001]. Planned comparisons showed that all 
three time bins (0–500, 500–1,000, and 1,000–1,500 msec) 
contained significantly different mean x-coordinates  
for the atypical and the typical animal trials ( ps  .001).

Additional measures. The difference between move-
ment initiation latencies was significant and in the ex-
pected direction [440 msec for atypical animals vs. 
383 msec for typical animals; t(44)  2.5, p  .05]. There 
was also a significant difference between the two condi-
tions in the total time taken to perform the categorization 
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[2,150 vs. 1,560 msec; t(44)  5.2, p  .001]. Movement 
duration differed significantly [1,710 vs. 1,177 msec; 
t(44)  7.7, p  .001], and total distance traveled differed 
significantly as well [1,017 vs. 830 pixels; t(44)  5.4, 
p  .001]. Item analyses for all the measures revealed sig-
nificant differences between typical and atypical stimuli 
( ps  .01). In contrast to Experiment 1, every dependent 
measure showed a strong reliable difference between the 
atypical and the typical conditions.

Analysis of initial direction in degrees shows a sig-
nificant difference between the atypical and the typical 
trials [t(44)  2.1, p  .05], with the atypical trials, in 
fact, showing a negative angle toward the competitor 
( 2.98º) and the typical trials showing a significant pos-
itive angle of 4.5º toward the correct category [t(44)  
2.1, p  .05]. The negative angle on the atypical trials 
was not significantly different from 0º [t(44)  0.94, 
p  .35].

A distribution analysis with the Kolmogorov–Smirnov 
test again showed that curvatures for atypical and typical 
trajectories did not have different distributions ( 2  0.94, 
p  .97). Bimodality coefficients were similar and below 
.555 (.503 and .457 for atypical and typical, respectively). 
Sample entropy measures showed much stronger effects 
than those in Experiments 1 and 2. Again, using window 
sizes of 2–10 and 0.2 times the standard deviation of all 
x-coordinate fluctuations across trials as the tolerance, the 
atypical trials consistently showed reliably higher sample 
entropy for all the window sizes ( ps  .05).

Discussion
The results indicate that the process of categorizing 

pictures of animals exhibited temporally dynamic spatial 
attraction effects in the mouse movement trajectories. 
In fact, the perceptual ambiguity of the atypical animals 
seemed to induce greater competition effects, in both tra-
jectory and time measures, than did the lexical stimuli, 
as was predicted above. In Experiment 1 (with animal 
words), the spatial divergence between the atypical animal 

trajectories and the typical animal trajectories was signifi-
cant for 38 consecutive normalized time slices, whereas in 
the present experiment (with animal pictures), the spatial 
divergence was significant for 61 consecutive normalized 
time slices. Moreover, the atypical/typical differences in 
total response time, movement duration, and movement 
distance were also greater in the present experiment than 
they were in Experiment 1.

EXPERIMENT 4

Just as Experiment 1 (with animal words) had its control 
comparison in Experiment 2, using less competitive, alter-
native response options, Experiment 3 (with animal pic-
tures) has its control comparison in the present experiment. 
In Experiment 4, the taxonomic class response options 
were the same as those in Experiment 2—for example, 
mammal and bird for the exemplar whale—but the exem-
plar was presented as a picture, instead of a word. Thus, the 
alternative (incorrect) category in the atypical animal con-
dition here (e.g., bird) had less featural match to the exem-
plar (e.g., whale) than the one in Experiment 3 had (e.g., 
fish). However, the poor match between the salient visual 
properties of the picture and the correct category response 
(e.g., whales do not look much like mammals) may cause 
the correct category to be somewhat less competitive in the 
categorization process than it is when the exemplars are 
presented as words. With closer relative competitiveness of 
the two categories, the alternative (incorrect) category re-
sponse may be able to exert a spatial attraction effect more 
substantial than that seen in Experiment 2.

Method
Participants. Thirty-nine undergraduate participants signed up 

for this experiment for extra credit in their psychology classes.
Materials and Procedure. In this experiment, the same tech-

nique and same pictures as those in Experiment 3 were used, but the 
experimental (atypical animal) condition involved less competitive 
categories. The same noncompeting response options as those in 
Experiment 2 (see Table 1) were employed here.
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Figure 5. (A) Mean time-normalized mouse movement trajectories in 
Experiment 3, separated for left- and rightward responses to the cor-
rect target. Atypical picture trials (solid lines) indicate strong divergence 
toward the competing category. (B) Space-normalized time bins show a 
strong attraction and slower progress toward the target on atypical tri-
als (solid lines).
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Results
The accuracy rate was 94% for atypical animals and 

97% for typical animals ( p  .58). Once again, all incor-
rect trials were discarded before analysis.

Time-normalized analysis. An analysis of mean 
trajectories in combined left and right trajectories again 
showed differences in x-coordinates that were signifi-
cantly greater than zero across 66 consecutive time steps, 
from the 28th to the 94th slices ( ps  .05; see Figure 6A). 
A repeated measures ANOVA with binned time steps, as 
in the previous experiments, showed highly significant 
main effects of trial type [F(1,38)  17.0, MSe  1,538.6, 
p  .001] and bin [F(2,37)  2,401.5, MSe  1,134.8, 
p  .001] and an interaction with time step bin [F(2,37)  
7.8, MSe  589.6, p  .001]. Planned comparisons show 
significant differences between trial types in the second 
and third normalized time bins ( ps  .01).

Space-normalized analysis. Figure 6B shows space-
normalized trajectories in the three real-time bins. A re-
peated measures ANOVA showed significant effects of 
trial type [F(1,36)  28.7, MSe  0.047, p  .001] and 
time bin [F(2,35)  739.0, MSe  0.016, p  .001] 
and a significant interaction between trial type and bin 
[F(2,35)  9.1, MSe  0.017, p  .001]. All three bins 
show a significant difference between trial types ( ps  
.05).

Additional measures. There was no significant dif-
ference in initiation latencies between the two conditions 
[392 msec atypical vs. 349 msec typical; t(38)  1.6, p  
.12]. As in Experiment 3, there was a significant differ-
ence between the two conditions in the total time taken 
to perform the categorization [1,813 vs. 1,461 msec; 
t(38)  5.2, p  .001]. Both movement duration [1,421 
vs. 1,112 msec; t(38)  4.8, p  .001] and total distance 
traveled were significantly greater on the atypical trials 
[806 vs. 747 pixels; t(38)  3.3, p  .01]. Initial angle 
from (0, 0) for the typical trials was at 4.9º, significantly 
greater than 0º [t(38)  2.1, p  .05], whereas the atypical 
trials were again slightly negative ( 1.7º) but not signifi-
cantly so. Item-based analyses showed the same patterns 
of significance ( ps  .05), although movement initiation 

latency showed a marginal significance [t(17)  8.7, p  
.07]. Finally, a Kolmogorov–Smirnov test showed no sig-
nificant difference between typical and atypical curvature 
distributions ( 2  1.1, p  1.0). Interestingly, both bimo-
dality coefficients were near but greater than .555 (.584 
and .597 for atypical and typical, respectively). The value 
for the typical trials, however, was greater than that for 
the atypical trials. Thus, if each of these distributions was 
genuinely the result of two independent classes of motor 
movement trajectories (those that started out correct and 
those that were sharply corrected in midflight), this bimo-
dality cannot be attributed solely to the atypicality of the 
whale, seal, penguin, and so forth; even the typical animal 
pictures elicited this pattern. Finally, just as in Experi-
ment 2, sample entropy showed no significant differences 
between the atypical and the typical trials. Since Experi-
ments 1 and 3 showed reliably greater sample entropy for 
atypical trials than for typical trials, this measure may be 
a critical indicator of the difference between competitive 
and noncompetitive category trials. When both category 
response options were substantially competitive (Experi-
ments 1 and 3), the mouse movement trajectories exhib-
ited a conspicuous complexity that may have been due to 
the nonlinear dynamics inherent in an attractor landscape 
that had multiple strong attractor basins.

Discussion
With visual images of exemplars, a noncompetitive 

alternative category still induced considerable curvature 
in the mouse movement trajectory. When divergence 
between the average trajectory for atypical animals and 
the average trajectory for typical animals is plotted over 
time for Experiments 3 and 4 together (see Figure 7), the 
competitive alternative categories in Experiment 3 show 
a numerically stronger attraction effect than do the non-
competitive alternative categories in Experiment 4. How-
ever, the two atypical animal trajectories in Experiments 3 
and 4 do not exhibit a significant difference for more than 
eight consecutive normalized time steps. Nevertheless, 
when independent samples t tests of the outcome-based 
dependent measures for the experimental trials in Experi-
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Figure 6. (A) Mean time-normalized mouse movement trajectories in 
Experiment 4. Atypical picture trials (solid lines) also reveal a significant 
attraction toward the competing category. (B) Space-normalized time 
bins again show a strong but diminished attraction and slower progress 
toward the target on atypical trials (solid lines).
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ments 3 and 4 were done, total response time [t(82)  2.6, 
p  .05], total time in motion [t(82)  2.5, p  .05], and 
distance traveled [t(82)  4.8, p  .001] all indicated that 
mouse movement was slower and more extensive when 
the incorrect alternative category was competitive (e.g., 
fish for the whale picture) than when the incorrect alterna-
tive category was noncompetitive (e.g., bird for the whale 
picture). Item-based comparisons of the atypical trials 
between Experiments 3 and 4 also showed a significant 
difference for distance in the expected direction [t(5)  
6.2, p  .01].

Thus, although not quite as much as in Experiment 3, 
images of atypical animals in Experiment 4 did induce 
computer mouse trajectories that exhibited more spatial 
attraction toward an incorrect category label than did the 
trajectories for typical animals. When words, instead of 
images, were used with this noncompetitive arrangement 
in Experiment 2, a much diminished trajectory curva-
ture was observed, as compared with the corresponding 
 competing-label scenario in Experiment 1. One simple 
explanation for this strengthened attraction of the noncom-
peting labels in Experiment 4 (as compared with Experi-
ment 3) may be that the divergence between trajectories 
was the result of a reduced featural match of the correct 
category with the visual properties of the atypical exem-
plar, rendering the alternative category’s meager competi-
tiveness relatively more substantial. When one then com-
pares Experiment 4 with Experiment 3, the exceptionally 
long mouse movements (in time and space) on atypical 
animal trials in Experiment 3 can be seen as having been 
due to that same reduced competitiveness of the correct 
category, combined with a considerable competitiveness 
of the alternative category, resulting in a particularly last-
ing and laborious competition between the categories.

GENERAL DISCUSSION

The lexical stimuli in Experiment 1 revealed that cat-
egories in competition lead to a dynamic spatial attrac-

tion of the resultant mouse trajectories. This competition 
diminished but did not go away when the featurally similar 
alternative category was replaced by a less competitive 
alternative category in Experiment 2. Interestingly, this 
pattern changed when image-based stimuli were used 
in Experiments 3 and 4. Images of atypical exemplars 
produced robust mouse trajectory attraction toward both 
highly competitive alternative categories and less com-
petitive categories alike. These results offer further insight 
into the nature of categorization. As was mentioned in the 
introduction, the time course of categorization has only 
recently been rigorously explored (e.g., Lamberts, 2000; 
Nosofsky & Palmeri, 1997). Like Abrams and Balota’s 
(1991) results with lexical decision and recall memory, 
these results further suggest that manual responses them-
selves may be reflective of a continuous, dynamic process 
of categorization underlying participant performance in 
these experiments.

Importantly, these findings may extend the informa-
tion accumulation theory of Lamberts (2000) and the 
exemplar random-walk model of Nosofsky and Palmeri 
(1997). These theories may, in fact, predict the results 
above. For example, Nosofsky and Palmeri’s random-walk 
model involves a race among exemplars governed by their 
similarity to a test item. In our case, right versus left re-
sponse boxes (competing categories) attract the continu-
ous manual movement in accord with the extent to which 
they fit the exemplar presented. Depending on how its 
representations are mapped onto motor output, this race 
could result in a substantial pull toward highly competi-
tive alternative categories (as in Experiments 1 and 3) and 
somewhat less of a pull with less competitive alternative 
categories. This basic finding that continuous, graded pro-
cessing of the exemplars during categorization flows into 
the effectors can be seen as an extension of an iterative 
sequential-sampling, information accumulation perspec-
tive. Although the perspective of both Lamberts (2000) 
and Nosofsky and Palmeri is applied largely to the pro-
cess leading up to a discrete categorization response, our 
results suggest that the response is itself a component of 
this continuous, probabilistic processing. A full synthesis 
may accompany future experiments that overcome some 
limitations of the present ones. For example, it must be ac-
knowledged that in the present research, a small stimulus 
set was employed. Future experiments may further bridge 
the various levels of the categorization process (from per-
ception to response preparation and production) through 
more extensive stimulus sets. Although the present experi-
ments serve as an initial demonstration of these patterns, 
using a small set of commonly known animals, there re-
main numerous issues to explore. These might include the 
resolution of item-by-item typicality, frequency, and other 
variables and their concomitant effects on continuous 
output. Despite the present limitations, these experiments 
demonstrate a potentially fruitful avenue for eventually 
mapping out an uninterrupted explanatory landscape from 
perceptual input to motor output.

Classical perspectives on cognitive processing as or-
ganized into discrete serial stages would likely predict 
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Figure 7. Mean total divergence (atypical trial  typical trial 
x-coordinates) for Experiments 3 and 4. Experiment 3 (solid line) 
exhibits greater, although not significant, divergence, for eight 
time steps (see the text for details).
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that only noise would account for graded output patterns 
in such tasks as taxonomic categorizing—and that mean 
trajectories should, in fact, simply indicate the target re-
sponse. Although the present results constitute a partic-
ularly strong recommendation against this purely serial 
perspective on the process of categorization, we would 
argue that they also have broader theoretical significance 
regarding representational issues in cognitive theories. 
Throughout the cognitive sciences, debate continues over 
the nature of conceptual representation. A central dichot-
omy in this debate has to do with the format of represen-
tation, and related processing-flow issues, that underlie 
cognition. On one side of this debate, representations are 
largely characterized as discrete and symbolic and un-
dergo computational or algorithmic manipulation akin to 
a Turing machine (e.g., Dietrich & Markman, 2003; Fodor, 
2000; Marcus, 2001; Pinker, 1997). On another side, there 
are a variety of proposals that see representational states 
as probabilistic, graded informational states that either un-
dergo computational manipulation (Massaro, 1989, 1998) 
or are part and parcel of a system that blends content and 
process in its operation (Elman et al., 1996; Port & van 
Gelder, 1995; Rumelhart & McClelland, 1986; Spivey & 
Dale, 2004). This dichotomy only approximates the rich 
spectrum of opinion in cognitive science (cf. hybrid sys-
tems such as those by Sun, 1997; Young & Lewis, 1999). 
Nevertheless, debate tends to focus on the extent to which 
format of representation contributes most to our under-
standing of cognition.

A range of behavioral data are typically adduced to sup-
port one and challenge the other. A classic example of phe-
nomena interpreted as supporting the existence of discrete-
symbolic representations is the very act of categorization 
itself: “It follows . . . that if a system categorizes, then it 
has discrete representations” (Dietrich & Markman, 2003, 
p. 102). For example, early research on categorical percep-
tion of speech sounds not only fit perfectly into the tradi-
tional perspective on symbolic computation, but also led to 
proposals that there exist specialized processes of this sort 
for speech (see Massaro, 1998, for a review). Categorization 
is but one property of several behaviors that animals exhibit 
that have been proposed to support the centrality (or at least 
existence) of discrete-symbolic representations in cognition 
(for other properties, see Dietrich & Markman, 2003; Mar-
cus, 2001). It has, however, been of central importance for 
the understanding of our cognitive architecture.

In relation to recent research (e.g., McMurray et al., 
2003; Nederhouser & Spivey, 2004), lexical and percep-
tual categorization in the present experiments revealed 
graded response patterns in the participants’ mouse tra-
jectories (see also Spivey et al., 2005). As in Abrams and 
Balota (1991), it seems that the time course of categoriza-
tion is reflected in the manual output from the process. 
In particular, given our results that competing category 
labels generate greater trajectory curvature, slower time 
measures, and longer trajectory excursions, this tempo-
rally sensitive deviation in motor output suggests that 
partially active states underlie the time course of catego-
rization. The upshot for cognitive representation is subtle 
but important. If discrete representational states underlie 

cognition at some point following perceptual processing, 
there must still exist some granularity of information, in 
Miller’s (1982) sense, by the time this process is being 
converted into motor output. If this is granted, there is a 
limit on the discreteness imputed to the representational 
states underlying categorization. Discrete representational 
perspectives may, indeed, account for these kinds of re-
sults by allowing differing levels of granularity in repre-
sentational discreteness. Indeed, by further pursuing the 
line of research in Miller (1982; see also Miller & Ulrich, 
2003), these theoretical perspectives may be reconciled if 
a common ground between purely continuous and purely 
discrete representations can be found (cf. Dale & Spivey, 
2005). This would involve specifying how refined the 
granularity is at various stages of processing.

The present experiments have demonstrated that echoes 
of continuous (nondiscrete) informational states can be 
observed in the dynamic properties of resultant motoric 
responses—granularity evident even in the manual out-
put. Any postulated discrete representational states me-
diating sensors and effectors must carry at least some 
relevant information from early graded states in order for 
the motor output to mimic the continuity of the sensory 
input. In other words, although reaction time and accuracy 
measures may reveal information about the decision pro-
cess during discrete, algorithmic processing, the graded 
manual output from the system observed here indicates 
that even when these discrete decision processes collapse 
onto the effectors, there remains some granularity.
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APPENDIX

In order to establish a basis for our criterion used in the multiple t tests on time-normalized trajectories, we 
conducted simulations akin to the bootstrap method (Efron & Tibshirani, 1993). The mean and standard devia-
tion of each of 101 time steps in atypical and typical trajectories in Experiment 1 were recorded. Next, 10,000 
simulated “experiments” were computed, using the same mean and standard deviation. In other words, in each 
of these simulations, we constructed 41 model participants (N in Experiment 1) by constructing atypical and 
typical trajectories from these time step means and standard deviations. Within each trial type, each time step 
(out of 101) was sampled from a normal distribution with the mean and standard deviation from the time steps 
of the actual mean trajectories, thus preserving the nonindependence between time steps. We then ran t tests 
within each of the 10,000 simulations for each time step (101 time steps; N  41). Of these 10,000, we recorded 
the frequency with which sequences of significant differences occurred. The simulations revealed significantly 
different sequences of 6, 7, and 8 time steps with percentages of 3%, 1%, and 0.5%, respectively (see Table A1). 
A sequence of eight consecutive significant t tests was thus produced by chance in these simulations with less 
than .01 probability and was selected as a conservative measure. This simulation therefore recommends a cri-
terion of 8 consecutive significantly different time steps for discerning whether the interdependent time steps 
in our experiments have sequences that exceed what would occur by chance alone. This criterion was also used 
in Experiments 2–4.

(Manuscript received September 12, 2005; 
revision accepted for publication October 26, 2005.)

Table A1 
Frequencies (in Percentages) of Sequences Discovered in the 

10,000 Simulated Experiments

 Sequence Size  %  p  

3 56
4 22
5 9
6 3 .05
7 1
8 0.5 .01
9 0.2

 10  0.001 .001  
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NOTES

1. Although this bimodality test will rule out the possibility that, within 
a condition, half of the trajectories are roughly straight and half of the 
trials are substantially curved, it cannot rule out the possibility that most 
trajectories start out toward the incorrect alternative and then a strategy of 
decisively switching responses takes place at varying points in time. Such 
a strategy would, indeed, produce a unimodal distribution of trajectory 
curvatures; however, it is unclear why the start of such a process would 
always involve moving toward the incorrect alternative in the first place.

2. Degrees of freedom are different in space-normalized analyses, 
because some participants had too many empty cells in one or more 
time bins.

3. We used a MATLAB script from the PhysioNet package to com-
pute sample entropy (Goldberger et al., 2000; Lake, Richman, Griffin, 
& Moorman, 2002).
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