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What�is�the�system�of�study?
Nonlinear�Systems�with�MultiͲdirectional�&�NonͲobvious�Causes?�YES

Butterfly�Host Alder�Host

Two�different�morphological�outcomes�of�
development�for�the�same�species�of�
wasp.�Outcome�depends�on�host.

Gilbert�Gottlieb�(1991):�
Probabilistic�epigenetic�

developmental.�

ENVIRONMENT
(Physical,�Social,�Cultural)

BEHAVIOR

NEURAL�ACTIVITY

GENETIC�ACTIVITY
DEVELOPMENT

Relation�Dominated�
Dynamics

Chicks�only�handle�
worms�in�speciesͲspecific�
fashion�if�they�see�their�
toes�during�the�first�2�
days�after�hatching.

Squirrel�monkeys�only�
show�speciesͲspecific�
avoidance�of�snakes�if�
fed�live�insects�during�
rearing,�not�if�fed�fruit.

NonͲobvious�(highly�nonlinear)�casual�dynamics

Complex Systems

What is a Complex system?

No definitive answer  but, most researchers agree that all complex systems exhibit 
several key characteristics: 

1. They consist of a large number of interacting components or agents. 

2. They exhibit emergence. That is, the collective behavior of the systems is self-
organized and can be difficult to anticipate from the knowledge of the intrinsic 
behavior or dynamics of the components or agents that make up the system.

3. Their emergent behavior does not result from the existence of a central controller. 
The appearance of emergent properties and the self-organized aspect of the 
behavioral order are the single most distinguishing feature of complex systems.

Boccara, N. (2003). Modeling Complex Systems (Graduate Texts in Contemporary Physics).

Self-Organization

Behavioral order simply results from the (nonlinear) interactions that exist between 
the components (degrees of freedom) of a system.

The emergence of stable behavior or the transition between different orders 
of stable behavior is not directed or ‘other’ controlled. Behavioral order 
simply results from the interactions and the mutual relations that exist 

between the components of a system.

The emergence of stable behavior or the transition between different orders of 
stable behavior is not directed or ‘other’ controlled.

Self-Organization =  Order from Non-Order

from presentation Monday

6/8/2016
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Determining Dynamics from Time-Series

Simple Dynamical Systems

Simple Dynamical Laws Complex Behavior

Complexity Dynamics

Determining Dynamics from Time-Series

Behavior recorded from an 
experimental study

?? DYNAMICS ??

Time-Series 
Analysis

Dynamical 
Modeling
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Neuroscience
(Brandenberger, 1992)

Dynamics & Behavior

• Behavioral dynamics can be measured & quantified

• Behavioral dynamics can be a rich source of information 
to help understand behavior

• But, we often find ourselves dealing with snapshots of 
behavior

• Single measurements, or averages of measures that 
were collected over time 

• Can be misleading or tell an incomplete story

Seizure onset           

EEG Dynamics

ore seizure: Irregular, complex       
Seizure: Oscillatory, structured   

• Change in pattern not recognizable in mean
• Dynamics may provide deeper insights

from presentation Monday

Prof. Alicia Juarrero

…we leverage 
 sequential 
 structure of  
 behavior

MIT Press, 1999

Van Orden, Holden, & Turvey, 2003
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Linguistic Levels...

amplitude, frequenc(ies), pitch, ...

speech rate, pause duration, ...

syllables, words, ...

phrase structure, syntactic frames, ...

conversational topic, pragmatics, ...

• Dynamics of the cognitive system produce 
higher-order properties that can be 
subjected to dynamic methods. 

• These measurements are on a nominal scale, 
such as behavioral categories over time 
(e.g., emotions) 

• Language is often studied in this manner: 
sounds, words, sentence structures, topics of 
conversation, etc.

“Higher-Order” States
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Outline

1. Time series of higher-order states 
Analysis of series of behavioral categories 

2. The recurrence plot (RP) and “textures” 
3. Quantifying the plot (RQA) 
4. Examples and exercises

Example…

i am attending the nonlinear ati this year 
and i enjoy showcasing nonlinear and 
dynamic methods. i also enjoy the practical 
sessions in which we discuss the research 
of attendees too. sentence

word
letter



Example…

nonlinear, nonlinear, let’s hear it for today,
the content is delicious, fractal in every way.
nonlinear, nonlinear, rich in data too.
let’s consult about your research - i dig, do you?

letter

sentence

word

Example

PoeticSpontaneous
i am attending the nonlinear ati 
this year and i enjoy showcasing 
nonlinear and dynamic methods. i 
also enjoy the practical 
sessions in which we discuss the 
research of attendees too.

nonlinear, nonlinear, let’s hear it for today,
the content is delicious, fractal in every way.
nonlinear, nonlinear, rich in data too.
let’s consult about your research - i dig, do you?

spontaneous.txt poetic.txt

Conversion…

• How do we get text into a format that 
permits use of nonlinear software 
packages? 
• Let’s convert transcripts to sequence of 

numeric identifiers: 
–“i am attending the nonlinear …” 

i = 1, <space> = 2, a = 3 … 
–1 2 3 4 2 3 5 5 … 

• Level of analysis here: letters



Trajectories

• Think of the behavior sequences in 
geometric terms: trajectories in “category 
space.”

• Bird’s-eye view of the system’s trajectories 
through its behavior space. 

• With recurrence plots, we visualize various 
features of this path. 
–How repetitive is a sequence? If 

repetitive, how long are the repetitions? 
Lots of short bursts, or fewer but lengthy 
repeated trajectories?

Recurrence Plot (RP)

i am attending the nonlinear ati this year and i enjoy showcasing nonlinear and dynamic methods. 
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Recurrence Plot (RP)

line of identity

i am attending the nonlinear ati this year and i enjoy showcasing nonlinear and dynamic methods. 
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Under the Hood

• If time series is: 
 x = 1, 3, 2, 3, …, xN 

• RP = set of points (i, j) such that:  
 xi – xj = 0 
• In other words, set of points such that 

the numeric identifiers have a distance 
of zero from each other.

Textures (Eckmann et al., 1987)

PoeticSpontaneous



Exercises 1 & 2:  

1. Convert Some Text 
2. Build Some RPs

Quantification

• You can eyeball a plot, but in real contexts 
we want some quantification so that plots 
(or, e.g., conditions) can be compared. 
• Enter: recurrence quantification analysis 

(RQA). 
–These are measures that describe the 

extent and distribution of points on the 
plot.

Recurrence rate 
(%REC): Total 
percentage of the plot 
occupied by points. %

http://www.recurrence-plot.tk

%REC (or, RR)

RQA Measures

7.6% 7.8%

%
Spontaneous Poetic



Spontaneous Poetic

Percent determinism 
(%DET): Percentage of 
the points on the plot 
that fall on diagonal 
lines (length > 1).

http://www.recurrence-plot.tk

%DET (or, DET)

RQA Measures

28.7% 31.7%

Spontaneous Poetic

Average diagonal line 
length (MEANLINE): 
Average length of 
diagonal lines on the 
plot excluding the line of 
incidence (length > 1).

http://www.recurrence-plot.tk

MEANLINE

RQA Measures

3.4 4.4

Spontaneous Poetic

Maximum line length 
(MAXLINE): The longest 
diagonal line on the 
plot (excluding the line 
of incidence).

http://www.recurrence-plot.tk

MAXLINE

RQA Measures

10 18



Spontaneous Poetic

Entropy (ENTROPY): The 
entropy of the 
distribution of diagonal 
lines on the plot (how 
much “disorder” is there 
in the sequences).

http://www.recurrence-plot.tk

ENTROPY

RQA Measures

0.7 1.1

Three Important Concepts

• Parameters important for later… 
– embedding dimension,  
–delay,  
– radius 

• These parameters will be crucial when 
we apply these RQA methods to 
continuous data (e.g., posture).



Embedding Dimension

• Interpretation in categorical data: how 
many states must match in order to 
count it as a recurrence. 
• In previous analysis, dimension = 1 
• What about 2? 3? 
• Window, vector, sequence, etc.

i am attending the nonlinear ati this year and i enjoy showcasing nonlinear and dynamic methods. 
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m=2

m=2

embedding dimension = 1

embedding dimension = 2

Dimension is useful with categorical data, and the window 
size can be determined by theoretical or practical concerns 
(e.g., avoiding single-letter recurrence, as above).



1 2 … 10

DET

RR

%

Delay

• With most categorical data (behavior 
sequences, linguistic sequences, etc.) 
temporal ordering should probably be 
preserved (delay = 1). 
• NB: Situation more complex with continuous 

data (tomorrow).

Radius

• The distance between units (or windows if 
dimension > 1) required in order to count (i, 
j) as a recurrent point. 
• With category data: radius = 0. 
• NB: Situation more complex with continuous 

data.



Radius

But, with categories...

• With most data of nominal codes (e.g., 
letters, words, etc.), the following 
parameters often suffice: 
– Embedding dimension: 1 
– Delay: 1 
– Radius: .0001

Exercise 3:  

Quantify Some Plots



Outline

• Time series of higher-order states 
–Analysis of series of behavioral categories 

• The recurrence plot (RP) and “textures” 
• Quantifying the plot (RQA) 
• Examples and exercises

Outline

• Time series of higher-order states 
–Analysis of series of behavioral categories 

• The recurrence plot (RP) and “textures” 
• Quantifying the plot (RQA) 
• Examples and exercises 
• Extensions and applications

Extensions and Applications

• Windowed recurrence analysis 
• Fresh work: dynamics of texts 
• RQA as “dynamical NLP”



• Windowed recurrence analysis 
• Fresh work: dynamics of texts 
• RQA as “dynamical NLP”

Extensions and Applications

Nonuniformity in  
 behavioral dynamics 

Behavioral “modes” 
 Stable, but temporary,  
 functional structures

Windowed Recurrence

Obtain several 
new time series 
of recurrence 
measures as 
they change 
across windows

embedding dimension = 3



Coco & Dale, 2014

• With Dr. Moreno Coco 
University of Edinburgh 

• R package for categorical 
recurrence (adaptable for 
continuous recurrence) 
– Basic (C)RQA measures 
– Diagonalwise recurrence (tomorrow 

afternoon) 
– Windowed recurrence measures

headed east out of st. paul, 
we stopped for water. 
rested in the cemetery, 
watched the mississippi. 
running out of food stamps, 
found a bag along the footpath 
off highway 61 filled with 
what looked like marijuana. 
(don't worry mom, we left it there) 
hopped a grainrail out of pig's eye 
toward milwaukee, a deer 
between the tower and the tracks, 
saw right through us. 
said, "you don't know where you came from, 
you don't know where you're going, 
you think you're you- 
you don't know who you are, 

Cattail Down  
by MeWithoutYou

Windowed Recurrence

Obtain several 
new time series 
of recurrence 
measures as 
they change 
across windows

embedding dimension = 3



runcrqa in R

runcrqa( ts1,
ts2,
par )

type = 2, step =  1, 
windowsize =  50, 
lagwidth = 40,

  method = "window",
datatype = "categorical", 
thrshd = 8

# par = list of parameters
par = list(

)
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Fig. 22. (A) Bifurcation diagram of the logistic map. (B) Low ordered supertrack functions si (a)
∣∣∣10
i=1 and the fixed point of the logistic map 1−1/a

(dashed). Their intersections represent periodic windows, band merging and laminar states. The dotted lines show a choice of points, which represent
band merging and laminar phases (a = 3 .678, 3 .727, 3 .752, 3 .791, 3 .877, 3 .927) [14].

series. Smaller values would lead to a better distinction of small variations (e.g. the range before the accumulation point
consists of small variations), but the recurrence point density would decrease and hence, the statistics of continuous
structures in the RP would become poor.

RPs for various values of the control parameter a exhibit already visually specific characteristics (Fig. 23 ). Periodic
states cause continuous and periodic diagonal lines in the RP, but no vertical or horizontal lines (Fig. 23A). On the other
hand, chaos–chaos transitions, as band merging points, inner crises or regions of intermittency represent states with
short laminar behaviour and cause vertically and horizontally spread black areas in the RP (Fig. 23 B and C). Moreover,
diagonal lines occur. The fully developed chaotic state (a = 4) causes a rather homogeneous RP with numerous single
points and some short (in comparison to the length of the LOI), diagonal or vertical lines (Fig. 23 D). Vertical (and
horizontal) lines occur much more frequently at supertrack crossing points (chaos–chaos transitions) than in other
chaotic regimes (Fig. 22).

The measures DET, L and Lmax, which are basing on the diagonal lines, show clear maxima at the periodic-
chaos/chaos–periodic transitions. The measure Lmax finds all of such transitions, but DET and L do not detect all
of them (Fig. 24A, C, E and Table 2). However, they all are not able to detect chaos–chaos transitions. But, the

Trulla et al., 1996, Physics Letters A; Marwan et al., 2007, Physics Reports

x(t+1) = ax(t)(1-x(t))

N. Marwan et al. / Physics Reports 438 (2007) 237–329 273
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Fig. 24. Selected RQA measures DET, Lmax and L and the measures LAM, Vmax and TT. The vertical dotted lines indicate some of the points,
at which band merging and laminar behaviour occur (cf. Fig. 22), whereby not all of them have been marked. Whereas (A) DET, (C) Lmax and
(E) L show periodic–chaos/chaos–periodic transitions (maxima), (B) LAM, (D) Vmax and (F) TT exhibit in addition to those transitions (minima)
chaos–chaos transitions (maxima). The differences between LAM and Vmax are caused by the fact that LAM measures only the amount of laminar
states, whereas Vmax measures the maximal duration of the laminar states. Although some peaks of Vmax and TT are not at the dotted lines, they
correspond to laminar states (not all can be marked) [14].

chaos–chaos transitions to the laminar states are identified by the measures LAM, TT and Vmax, which are based on
the vertical structures (Fig. 24B, D, F and Table 2). These measures show distinct maxima or peaks at the chaos–chaos
transitions. Furthermore, the measures fall to zero within the period windows, hence, the chaos–order transitions can
also be identified. Since vertical lines occur much more frequently at inner crisis, band merging points and in regions
of intermittency (i.e. laminar states) than in other chaotic regimes, TT and Vmax grow up significantly at those points.
This can also be seen by looking at the supertrack functions (Fig. 22B). Although LAM also reveals laminar states, it
is quite different from the other two measures because it does not increase at inner crises (Table 2). Noise, of course,

each value computed  
with 800 data points!



• Windowed recurrence analysis 
• Fresh work: dynamics of texts 
• RQA as “dynamical NLP”

Extensions and Applications

• Windowed recurrence analysis 
• Fresh work: dynamics of texts 
• RQA as “dynamical NLP”

Extensions and Applications

RQA for Text Analysis

• Genre identification in educational 
data mining contexts. 
• Do “textual dynamics” differ across 

history, science, etc. texts? 
• Do these dynamic patterns 

correlate with accessibility, learning 
gains, etc.?



“Cohesion”

Gutenberg corpus

6,408 sections of books and poems

Extracted 5,000 word sequences

Analyzed an array of 
genres: poetry, fiction, 
etc.

Dale et al., 2018, ArXiV, https://arxiv.org/pdf/1803.07136.pdf
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with the most variance accounted for in the RR,DET,MEANLINE and ENT
measures, all over 10% of variance accounted for by the 20 genre codes.

In sum, the surface dynamics of a text, without any content analysis what-
soever, marks the classification of a text in these 20 genres in the Gutenberg
Project. Follow-up analysis of this set should of course explore other factors
that may be important. For example, some samples of poetry in Gutenberg re-
flect many poems–whereas here we assume the 5,000 words as a single text. A
windowed analysis of the kind described above may also be a fruitful way of
controlling for these greatly varying aspects of text length.
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Fiction 
●
Short stories ●

Science fiction ●
Adventure stories 

●
Poetry 

●
Love stories 
●
Historical fiction 

●
Conduct of life −− Juvenile fiction 

●
English wit and humor −− Periodicals 

●
Detective and mystery stories 

●
Western stories 
●
Man−woman relationships −− Fiction ●

England −− Fiction 

●
Children's stories 

●
Fairy tales 

●
Domestic fiction 

●
Humorous stories 

●
Young women −− Fiction 

●
Friendship −− Juvenile fiction 

●
Adventure and adventurers −− Juvenile fiction 

Fig. 4. An illustration of how genres extracted from the Gutenberg Project with
gutenbergr cluster. Under the measures MAXLINE and DET , we see that there
is a core cluster of generic fiction, but an apparent tendency for children’s literature
and poetry to cluster di↵erently, for example. Lines reflect 99% confidence intervals
using N in Table 2.
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Children's stories
Fairy tales

English wit and humor −− Periodicals
Poetry

Historical fiction
Adventure stories

Short stories
Detective and mystery stories

Adventure and adventurers −− Juvenile fiction
Science fiction

Friendship −− Juvenile fiction
Conduct of life −− Juvenile fiction

Humorous stories
Young women −− Fiction

Man−woman relationships −− Fiction
Domestic fiction

Love stories
England −− Fiction

Fiction
Western stories
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• Windowed recurrence analysis 
• Fresh work: dynamics of texts 
• RQA as “dynamical NLP”

Extensions and Applications



• Windowed recurrence analysis 
• Fresh work: dynamics of texts 
• RQA as “dynamical NLP”

Extensions and Applications

RQA as “Dynamical NLP”

• Can be used inside an 
interpretive framework 
anchored to “complex 
dynamical systems.” 

• When interpreted simply, 
can be used as a 
technique for obtaining 
descriptive quantities for 
behavioral streams

RQA NLP Connection

DET compressibility ratio

RR co-occurrence or frequency

MAXLINE longest common  
subsequence (LCS)

ENTROPY n-gram variability

N. Marwan et al. / Physics Reports 438 (2007) 237 – 329 257
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Fig. 11. Examples of various definitions of RPs for a section of the x-component of the Lorenz system, Eqs. (A.6), r = 28, ! = 10, b= 8
3 , sampling

time !t = 0.03 [78]: (A) RP by using the L∞-norm, (B) RP by using the L1-norm, (C) RP by using the L2-norm, (D) RP by using a fixed amount
of nearest neighbours (FAN), (E) RP by using a threshold corridor [εin, εout], (F) perpendicular RP (L2-norm), (G) order patterns RP (m = 3,
"1, 2, 3 = 9), (H) distance plot (unthresholded RP, L2-norm), (I) ordinal RP (m = 1, " = 5), (J) RP where the y-axis represents the relative time
distances to the next recurrence points but not their absolute time (“close returns plot”, L2-norm). Except for (F), (G), (H) and (I), the parameter ε

is chosen in such a way that the recurrence point density (RR) is approximately the same. The embedding parameters (m = 5 and " = 5) correspond
to an appropriate time delay embedding.

where the length of the trajectories of x⃗ and y⃗ is not required to be identical, and hence the matrix CR is not necessarily
square. Note that both systems are represented in the same phase space, because a CRP looks for those times when a
state of the first system recurs to one of the other system. Using experimental data, it is often necessary to reconstruct
the trajectories in phase space. If the embedding parameters are estimated from both time series, but are not equal,

Dale et al., 2018, ArXiV, https://arxiv.org/pdf/1803.07136.pdf



Nonlinear?
nonlinear system 
nonlinear statistics
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RQA as “generalized 
[auto-/]cross-
correlation…”

linear statistics

Discursis (Angus et al.)



Exercise 4 (wrapping up):  

Extended Exercises on RQA


